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	Executive Summary




The following is a summary of the major project activities that have taken place over the completed quarter.  For more details, see the individual reports in the last section of this report.

A.
Educational Activity Projects

Fundamentals of Engineering Education



S. Ainane (UMD), P. Rodgers (UMD)

Objective: To design a review course to prepare PI students for Fundamentals of Engineering examination; to prepare and grade “practice” Fundamentals of Engineering examination for PI students; and to use the practice exam results to identify the program strengths/weaknesses. 

Progress:

· Efforts by AMIDEAST to bring the NCEES FE Exam to the U.A.E. were not successful.  UMD will now pursue discussions with the Maryland Board of Licenses towards that goal.
· Dr. Ainane visited the PI in November 2007 to conduct FE Exam review sessions.
· An FE exam was given to the PI students, with the exam graded by Dr. Ainane and results sent to the PI.
International Student Exchange Initiative

S. Ainane (UMD)

Objective: Strengthen the relationship between the PI and UMD by providing the opportunity for the PI and UMD students to study at each other’s institutions.
Progress:

· Advertized the program at UMD.

· Dr. Ainane, met with interested students and gave presentation on the program.

· More information has been gathered on the requirements of both sides for executing the program.
Development and Delivery of Course Material for Engineering Project Management Courses

A. Haghani (UMD), J. Cable (UMD)

Objective: To develop and deliver course material for an Engineering Project Management program at PI, develop and deliver a short course for GASCO, and perform a feasibility study of establishing a graduate program in Engineering Project Management at PI.

Progress:  

· Delivered a survey on July 24, 2007.

· PI decided not to use the survey as it was originally intended.

· Has been preparing for two course to be delivered later in Spring, ENCE-422, ENCE-423
B.
Research Projects

Process Control, Optimization, and Reliability Projects

Robust Optimization of Petrochemical Systems


S. Azarm (UMD), S. Al Hashimi (PI), T. Al Ameri (PI)

Objective: The objective of this study is to develop a framework for robust optimization the design of a distillation column, while considering the net profit effect at the plant level. 

Progress: 

· Developed and implemented an improved multi-objective optimization method, called KD-MOGA, which uses ~50% fewer function calls compared to conventional MOGAs.
· Formulated a new cost model for the distillation column systems that allows for an evaluation of the economic overhead of the process.
· Solved the optimization problem with the new cost model. Established tradeoffs between conflicting objectives (i.e., mole fraction of distillate vs. total cost) based on this new model.

· Solved robust optimization with interval uncertainty. 
· Revised and resubmitted with rebuttal the PI-UMD paper based on KD-MOGA that was submitted to the journal of Structural and Multidisciplinary Optimization (SMO).  The paper was accepted with minor revisions.
· Preparing an additional joint paper on robust optimization and sensitivity analysis. 
Dynamics and Control of Drill Strings on Fixed and Floating Platforms


B. Balachandran (UMD), M. Karkoub (PI), Y. Abdelmagid (PI)

Objective: To develop and analytically and numerically study control-oriented models for drill strings; to investigate control of an under-actuated nonlinear system (drill string) with complex interactions with the environment; and to build a drill-string testbed at the PI/UMD to test the theoretical findings.

Progress: 

· Obtained detailed examination of results of numerical simulations and comparisons with results published in the literature.
· Constructed experimental arrangement at UMD. 
· Preparing abstracts for submission to international conferences, with one at Blacksburg, VA, and another one to be decided.

Development of a Probabilistic Model for Degradation Effects of Corrosion-Fatigue-Cracking in Oil and Gas Pipelines


M. Modarres (UMD), A. Seibi (PI)

Objective: To propose and validate a probabilistic model for health management of oil pipelines in process plants.

Progress:
· Continued data analysis of field data.

· Completed design of test rig on 12/31/2007; construction and installation is pending the PI order of the test equipment.  

· Continuing interim report on model validation based on conditioned progress in obtaining experimental results.

· Submitted an abstract to the Probabilistic Safety Assessment & Analysis (PSA) 2008 conference to be held in Knoxville, Tennessee, 7-11 Sep 2008. 

· M. Modarres attended a panel discussion on Corrosion at the Reliability and Maintainability Symposium (RAMS) held 28-31 January 2008 in Las Vegas, Nevada. PI research was presented and discussed under the title “Consideration of Corrosion Induced Degradation in Design and Operation of Equipments: Example of Corrosion-Fatigue Cracking Degradation Modeling.”

· M. Modarres and M. Chookah participated in the first Energy Education and Research Collaboration (EERC) Workshop held at the PI in Abu Dhabi from 4-5 January, 2008.

· Submitted a paper to Reliability Engineering and System Safety Journal: S. Chamberlain, M. Chookah and M. Modarres, “Development of a Probabilistic Physics of Failure Model for Reliability Assessment of Compressed Natural Gas Vehicle Cylinders.”

· Submitted a paper to ASME conference also to appear in the Proceedings of the ASME 2008 International Design Engineering Technical Conferences & Computers and Information in Engineering Conference: “Development of a Probabilistic Model for Assessment of Degradation of Pipelines Due to Corrosion-Fatigue Cracking” Authors: Chookah, Nuhi, Modarres and Seibi.
Energy Recovery and Utilization Projects

Sulfur Recovery from Gas Stream using Flameless and Flame Combustion Reactor


Prof. A.K. Gupta (UMD), M. Sassi (PI)

Objective: To obtain fundamental information on the thermal process for sulfur recovery from sour gas by conventional flame combustion and flameless combustion using numerical and experimental studies. The ultimate goal is to determine optimal operating conditions for sulfur conversion.

Progress: 

· Developed chemical kinetic calculations using detailed mechanism as well as the reduced mechanism developed here. 

· Performed equilibrium calculations for the effect of change in gas composition (H2S and CO2 gas mixture) on the most desirable reactor operating temperature for high sulfur recovery.

· Examined the fate of various species in the two reactors (first reactor is for simulated high temperature air combustion, HiTAC, while the second reactor is for the sulfur transformation). 

· Designed and fabricated an experimental facility that can provide the first and second stage of the reactor. Examined the temperature distribution along the length of the second H2S reactor.

· Examined mixing between CO2 (simulating H2S) and N2 (simulating combustion products from the first stage HiTAC reactor) under non-reacting conditions using two CO2 injection modes.  

Solid Oxide Fuel Cells for CO2 Capture and Enhanced Oil Recovery


G. Jackson (UMD), S. Dessaitoun (UMD), V. Eveloy (PI), A. Almansoori (PI)

Objective: This multi-faceted project will investigate the feasibility of implementing advanced solid oxide fuel cell (SOFC) technology for producing power from oil well off-gases while providing a source of concentrated CO2 for sequestration and enhanced oil recovery.
Progress: 

· Finalized CeO2-based anode fabrication protocol and began testing with butane feeds as well as syngas feeds.

· Used experimental results to validate models for CeO2-based anode models for Task 2.

· Continued testing of improved Ni-based membrane electrode assemblies (MEA’s) with higher power density upon Q3 comparing operation of SOFC’s with syngas.

· Further refined the fabrication protocol for high power-density cells for assisting in making cells both at UMD and PI.

· Completed development of hydrocarbon electrochemical models for CeO2 and studied optimal anode architectures for hydrocarbons with 1-D through-the-MEA models. 

· Developed the down-the-channel model at UMD to implement in a PI system-level analysis in Task 3.

· Commenced actual CFD modeling work.

Heat Transfer and Fluid Dynamics Projects

Thermally Enhanced Polymer Heat Exchanger for Seawater Applications

A. Bar-Cohen (UMD), Dr. Peter Rodgers (PI), Dr. Ahmed Abdala (PI)

Objective: To address the fundamental thermal performance issues associated with the use of thermal high-conductivity polymer materials in heat exchangers. 

Progress:  

· Continued thermal-fluidic analysis of shell and tube heat exchanger design, literature review of the design of shell and tube heat exchangers, and comparison of shell and tube heat exchanger coefficient of performance with that of double-finned counterflow heat exchanger.

· Conducted energy content analysis of thermally conductive polymer formation and fabrication work, and developed appropriate metrics to compare it with that of conventional metals used for heat exchangers.

· Optimized heat exchanger design in terms of weight and cost savings over conventional designs, via a parametric analysis of the metrics developed in the previous task.

· Assessed the impact of molding thermally conductive thermoplastics on the thermal and mechanical characteristics of plate heat exchangers, by simulating the injection molding process in Moldflow. 

· Characterized the thermal conductivity of the polymer nano-composite materials developed so far.

· Constructed laboratory-scale test apparatus for thermal characterization of polymer heat exchanger “building block” tube/channels, and characterized thermal performance using the apparatus developed. 
An EHD-Enhanced Gas/Liquid Separator


S. Dessiatoun (UMD), M. Ohadi (PI), A. Goharzadeh (PI)

Objective: To study hybrid inertia-EHD gas-liquid separation phenomena for electrically conductive and nonconductive liquid particles suspended in a moving gaseous medium.


Progress:  

· Developed numerical modeling to verify applied voltage, fluid properties and separator geometry’s effects on air-water separation efficiency
Force-Fed Cooling of Photovoltaic Arrays for High-Efficiency Solar Energy Conversion Systems

S. Dessaitoun (UMD), M. Ohadi (PI)

Objective: To create a database on the available cooling techniques for high heat flux solar concentrator arrays necessary for efficient conversion of solar energy to electric power, and to design and fabricate an experimental prototype and associated setup to verify the feasibility of this concept and the capacity for force-fed cooling. 
Progress:


· Extended the literature survey in previous quarter to include a broader range of subjects.

· Designed and ordered mask layouts for microchannel, manifold, heater, and inlet and outlet holes. The silicon wafers for the manifold and microchannels have also been bought.         

· Based on the literature survey, the microchannel and manifold was designed. Then, as a modeling tool, Fluent® CFD solver was used to model the designed configuration. 
· Completed microfabrication of the channel, manifold, inlet and outlet holes, and heater. 
Study of Condensing Flows in a Micro-scale Channel with a Micro-element Array and Visual Techniques


S. Dessiatoun (UMD), A. Shooshtari (UMD), A. Goharzadeh (PI)

Objective: To investigate the fundamentals of the two-phase condensing flow phenomenon in a sub-millimeter microchannels.

Progress:
· Completed parametric testing of condensation in microchannels with R-134a.

· Completed repeating testing of condensation in microchannels with R245fa.

· Conducted flow visualization in microchannel with several high-speed cameras.

· Designed a visualization microchannel condenser for PI. 
Waste Heat Utilization in the Petroleum Industry


R. Radermacher (UMD), Yunho Hwang (UMD), S. Al Hashimi (PI), P. Rodgers (PI)

Objective: To utilize waste heat in petroleum processing plants to minimize overall energy consumption.

Progress: 

· Modeling thermal systems that serve as waste heat sources and/or users.
· Ordered software package ASPEN.

· Learning features in ASPEN.
· Developing the software to optimize waste heat utilization.
	Introduction




In line with its mission to provide world-class education to the citizens of the United Arab Emirates in engineering and the applied sciences, the Petroleum Institute (PI) of Abu Dhabi, UAE, has entered into a long-term collaborative effort with the University of Maryland (UMD) to enhance its own undergraduate, graduate studies/research, and continuing education practices. The PI was founded by Emiri decree in 2001 under the direction of H.H. Sheikh Khalifa bin Zayed Al-Nahyanand.  It is sponsored by a consortium of Abu Dhabi National Oil Company (ADNOC) and its international partners (Shell, BP, Total, and Japan Oil Development Company.
The PI and UMD recognize the many potential benefits for both institutions that could result specifically from collaborative educational and research activities in the field of Energy Sciences and Engineering.  The Energy Education and Research Collaboration (EERC) has been created within the A.J. Clark School of Engineering at the University of Maryland to provide the administrative structure and academic oversight for these collaborative efforts.

During this third quarter of the EERC’s funded effort, partnerships between UMD and PI faculty have been further solidified, and significant progress has been made on the collaborative research projects.

First Annual Workshop of EERC

The first annual Workshop of the Energy Education and Research Collaboration (EERC) between the University of Maryland and the Petroleum Institute (PI) was conducted in Abu Dhabi, United Arab Emirates on January 4-5, 2008, in the presence of University of Maryland President Dr. C.D. Mote, Jr., and His Excellency Dr. Yousef Omeir bin Yousef Al Omeir, Chairman of the Board of the Petroleum Institute and CEO of Abu Dhabi National Oil Company.  The workshop reviewed the accomplishments of the EERC’s first year and identified ways to secure the path and achieve the promise of this broad education and research collaboration. 

President Mote and nine University of Maryland faculty members participated in the workshop.  Among the Maryland attendees were Chair and Distinguished University Professor of Mechanical Engineering Dr. Avram Bar-Cohen, Civil and Environmental Engineering Chair Dr. Ali Haghani, Senior Associate Dean of the Robert H. Smith School of Business Dr. G. Anandalingam, EERC Research Manager Dr. Azar Nazeri, and Professors Shapour Azarm, A.K. Gupta, Greg Jackson, Mohammad Modarres, and Reinhard Radermacher, all from the Mechanical Engineering Department.   Workshop attendees representing the Petroleum Institute included Chief Academic Officer and Acting Exectutive Director Mike Ohadi, along with Professors Ali Almansoori, Ahmed Abdala, Neveen Al Qasas, Tareq Al Ameri, Mohamed Sassi, Saleh Al-Hashimi, Isoroku Kubo, Abdennour Seibi, Mansour Karkoub, Youssef Abdel Magid, Valerie Eveloy, Afshin Goharzadeh, and Peter Rodgers.
The first day of the workshop featured Maryland and PI joint faculty presentations reviewing each of the thirteen EERC educational and research projects.  Dr. Bar-Cohen highlighted collaboration achievements, including ten joint journal and conference publications completed in the first year, more than twenty faculty visits between PI & Maryland, and the education and advisement of more than twenty Ph.D. and M.S. students sponsored under the agreement.

The second day of the workshop focused on the development of a shared future vision for the EERC, including educational programs, extracurricular student activities, infrastructure development, and research in the science and technology of energy systems.  Presentations by President Mote, Dr. Bin Yousef, and Dr. Ohadi set the stage for fruitful discussions.  Particular attention was devoted to the articulation of two proposed research thrusts: models and experiments in fuel processing and energy conversion and models and methods, and tools in health prognostics/maintenance and decision support systems. In the coming months PI and UMD faculty will be meeting to develop more detailed plans for evolving the EERC from a nascent partnership to a joint center of excellence in the region and the world. 

At the end of the workshop Dr. Bin Yousef expressed his pleasure with the initial EERC accomplishments and his optimism for the future of the collaboration, and emphasized the need for UMD and PI faculty to work as one team.
After the conclusion of the workshop, President Mote was the featured lecturer at the 17th Leaders in Engineering Seminar at the Petroleum Institute; he also delivered the commencement address at the PI Commencement Ceremony. 

Related Links 
Further information about the EERC, the Petroleum Institute, and the 17th Leaders in Engineering Seminar can be found at the following websites:

Energy Education and Research Collaboration
http://www.enme.umd.edu/projects/collaborations/eerc.htm
The Petroleum Institute of Abu Dhabi
http://www.pi.ac.ae/
17th Leaders in Engineering Seminar
http://www.pi.ac.ae/doc/DanMote.pdf
Collaborative Activities

I.  
Collaborative research projects

Progress on each research project is provided in detail in the next section.

A few notes on the progress of two projects follows:

· Since FE exams were canceled for the spring semester at PI, DR. Ainane will not be conducting review sessions in March or April 2008.

· Dr. Schmidt was not able to start The Undergraduate Design and Best Educational Practices project activities due to the unavailability of a collaborator for teaching a semester-long design course at PI. 

II.  
EERC faculty and graduate student visits

Face-to-face meetings have continued to prove useful to the various projects.  The following visits took place this quarter:  

· Dr. Radermacher visited PI in Oct 2007.

· Dr. Sami Ainane visited PI in Nov 2007 to conduct FE review sessions.

· Dr. Azar Nazeri, EERC Research Manager, visited PI in Nov 2007. She visited all PI faculty engaged with EERC, gave two presentations to groups of freshmen students, visited the Arzanah Campus and held a meeting with its director and students and had few meetings with Dr. Ohadi, the CAO of the PI. 

· Dr. Serguei Dessiatoun, Mohamed Alshehhi (ADNOC Ph.D. candidate), and Ebrahim Al-Hajri (ADNOC Ph.D. candidate) visited PI Dec 9-14, 2007. They held meetings with faculty members, conducted experiments, met with ADGAS Oil company regarding new proposals, and conducted a workshop at the City Gas Distribution Summit held on Dec 11, 2007, In Abu Dhabi, UAE. 

III.
Joint monthly meetings via video-conference 

Joint monthly meetings have continued as an effective means for faculty members to present their research to the entire group. The last video-conference (VC) was conducted on Nov 6, 2007 and was chaired by Dr. Azar Nazeri, EERC Research Manager. This was the only VC in this quarter due to the observance of the month of Ramadan. The agenda of the meeting was as follows:

	Agenda for the EERC Video Conference Call – Nov 6, 2007

	Time
	Presentation

	09:00
	Welcome/Introduction – UMD Dr. Bar Cohen/Azar Nazeri

	09:05
	Welcome – PI Dr. Ohadi/Rodgers

	09:10
	Polymer HX ​– Dr. Ahmed Abdala 

	09:20
	Polymer HX – Patrick Luckow 

	09:30
	Sour Gas – Dr. Mohamed Sassi 

	09:40
	Sour Gas – Dr. A. K. Gupta 

	09:45
	Recent visit to PI – Dr. Radermacher 

	09:55
	Wrap-up 


IV.
PI Distance Learning Students

The table below shows a list of students currently working on EERC projects, their advisors at UMD, and the PI collaborating faculty.  The table also includes the degrees sought and the students’ funding source. 

	UMD Professor 
	PI Professor
	Student
	Degree
	Funding Source

	Modarres
	 Seibi (TCM)
	Mohamed Chooka
	Ph.D.     
	ADNOC

	 
	 
	
	
	

	Balachandran
	Karkoub (TCM)*, Abdelmagid
	Chien-Min Liao
	Ph.D.   
	EERC

	Dessiatoun
	Ohadi, Goharzadeh, Kubo
	Mohamed Alshehhi
	Ph.D.    
	ADNOC

	 
	
	Ebrahim Al-Hajri
	Ph.D.    
	ADNOC

	 
	
	Elnaz Kermani
	M.S.       
	EERC

	Azarm
	Al Hashimi, Al Ameri  
	Genzi Li
	Ph.D. (graduated 8/2007)
	

	 
	 
	Wei Wei Hu
	Ph.D.   
	EERC

	Gupta
	Sassi
	Hatem Selim
	Ph.D.     
	EERC

	Bar-Cohen
	Rodgers, Abdala
	Juan Cevallos
	M.S.
	EERC

	
	
	Patrick Luckow 
	M.S.
	EERC

	Radermacher
	Al Hashimi, Rogers, 
	Ali Alalili
	Ph.D.     
	ADNOC

	 
	
	Amir Mortazavi

Chris Somers

Paul Kalinowski
	M.S.

M.S.

M.S. (graduated 9/2007)
	EERC

EERC
Mannheim

	Jackson
	Eveloy (TCM), Almansoori (TCM)*
	Paul Jawlik
	M.S.       
	EERC

	
	
	Siddharth Patel
	M.S.        
	EERC


* = To be assigned

TCM = Thesis Committee Member

CA = Co-advisor
At this point we have 8 Ph.D. students and 6 M.S. students at UMD. 

Collaborative Publications

Journal Articles
1.
Mohamed Sassi and Ashwani K. Gupta, “Sulfur Recovery from Acid….” accepted, American Journal of Environmental Sciences.
2.
Yunho Hwang, Reinhard Radermacher, Ali Al Alili Isoroku Kubo, “Review of Solar Cooling Technology,” accepted, International Journal of HVAC&R.
3.
Serguei Dessiatoun, Sourav Chowdhury, Edvin Cetegen, Ebrahim Al-Hajri, Michael Ohadi, “Studies of Condensation of Refrigerants …” Submitted to Journal of Heat and Mass Transfer, September 2007.

4.
Li, G., M. Li, S. Azarm, N. Al Qasas, T. Al Ameri, and S. Al Hashimi, “Improving Multi-Objective Genetic Algorithms…” submitted to Structural and Multidisciplinary Optimization.
Conference Presentations

1. Sassi, M., BenRejab, S., and Gupta, A. K., “CFD Simulation of Combustion…..” 5th Mediterranean Combustion Symposium (MCS-5), Monastir, Tunisia, September, 2007.

2. Serguei Dessiatoun, Sourav Chowdhury, Edvin Cetegen, Ebrahim Al-Hajri, Michael Ohadi, “Studies On Condensation Of Refrigerants…,” presented at the 5th International Conference on Nano, Micro and Minichannels, June 2007, Puebla, Mexico.

3. A. K. Gupta and M. Sassi, “Simulations of Claus Furnace…” Invited Keynote International Workshop on Advances in Combustion Science and Technology, India, Jan 2008.

4. Bar-Cohen, A., Rodgers, P., Cevallos, J.G., "Application of Thermally Conductive Thermoplastics to ….Heat Exchangers," accepted, 5th European Thermal-Sciences Conference, May 2008, Eindhoven, the Netherlands.

5. M. Chookah, M. Nuhi, M. Modarres, and A. Sebi, “Development of a Probabilistic Model for ….Oil Pipelines…” submitted to Probabilistic Safety Assessment (PSA'08) conference.

Quarterly Report Schedule

Because the first quarterly period expanded to fill nearly five months, an adjusted quarterly schedule is now in place.  The delivery of the fourth quarterly report overlapped with the preparation for the first EERC workshop. Therefore, the submission date was postponed to February 14, 2008.  Due to this change of schedule, UMD proposes the following revised dates in parentheses for the submission of future reports. 

	Quarter 2
	June 30, 2007

	Quarter 3
	September 30, 2007

	Quarter 4
	February 14, 2007

	Quarter 5
	February 29, (April 15)2008

	Quarter 6
	May 15, (June 30)2008

	Quarter 7
	July 31 (August 30), 2008

	Quarter 8
	October 31, 2008


	Individual Progress Reports




	Fundamentals of Engineering (FE) Examination

UMD Investigators: Dr. Sami Ainane

PI Investigator:  Dr. Peter Rodgers

Start Date:  November 2006

Report Date:  February 10, 2008


1.
Objective

· Design a review course to prepare PI students for the Fundamentals of Engineering Examination (FE Exam).

· Prepare and grade “practice” FE Exam for PI students.

· Use the FE Exam results to identify engineering program strengths/weaknesses.

· Determine whether an official NCEES FE Exam can be undertaken at the PI.

2.
Deliverables 

· Update FE Exam tutorial material for PI student use.

· Develop new “practice” FE Exam to be administered to PI senior students on December 1, 2007, with discipline-specific afternoon tests in chemical, electrical and mechanical engineering.

3.
Summary

· Efforts by AMIDEAST to bring the NCEES FE Exam to the U.A.E. were not successful.  UMD will now pursue discussions with the Maryland Board of Licenses towards that goal.
· Dr Ainane visited the PI in November 2007 to conduct FE Exam review sessions.
· An FE exam was given to the PI students, with the exam graded by Dr. Ainane and results sent to the PI.
4.
Difficulties Encountered/Overcome

· PI student attendance for the FE Exam review sessions conducted in November 2007 was very low.

· The PI Curriculum Committee has made the review sessions into a required two-credit course. The course syllabus was designed by Dr. Rogers with input from Dr. Ainane.

5.
Planned Project Activities for the Next Quarter

· UMD will continue discussions with Maryland Board of Licenses to bring an official NCEES FE Exam to the U.A.E.
Appendix


Justification and Background

The National Council of Examiners for Engineering and Surveying (NCEES), which is the official body that administers the FE exam, has detailed statistics on the results for examinees who undertake the FE exam and have attended EAC/ABET-accredited college/university engineering programs. 

Apart from the FE exam process serving as a possible academic assessment metric at PI, ADNOC wishes to explore the possibility of introducing professional engineering (PE) licensing within its operations.  The starting point for such a licensing process is the passing of the FE exam.


Approach

Tutorial sessions are developed to prepare PI students for undertaking trial FE exam, which covers the following topics:

· Mathematics, probability and statistics

· Statics, dynamics, strength of materials and materials science

· Thermodynamics and fluid mechanics

· Electrical circuits and computers

· Engineering economics

· Chemistry

· Ethics and business practices

This material is reviewed in 43 hours of tutorials, given in three hour sessions.  The revision materials are primarily supplied by UMD, supplemented by PI faculty input.

Two-Year Schedule

Year 1:
· Design review course to prepare PI students for Fundamentals of Engineering examination.

· Prepare and grade “practice” Fundamentals of Engineering examination for PI students.

· Establish if an official NCEES FE Exam can be undertaken at PI in 2008.

Year 2:

· Modify and revise review course to prepare PI students for Fundamentals of Engineering examination based on Year I experience.
· Prepare and grade “practice” Fundamentals of Engineering examination for PI students.

Key References

An overview of the FE exam process can be obtained at http://www.ncees.org, which is the official website for The National Council of Examiners for Engineering and Surveying (NCEES), which administers the FE exam.
	Fundamentals of Engineering (FE) Examination

UMD Investigators: Dr. Sami Ainane

PI Investigator:  Dr. Peter Rodgers

Start Date:  November 2006

Report Date:  February 10, 2008



	International Student Exchange Program

UMD Investigators: Dr. Sami Ainane

PI Investigator:  

Start Date: September 2007

Report Date:  30 September 2007


1.
Objective

Strengthen the relationship between the PI and UMD by providing the opportunity for the PI and UMD students to study at each other’s institutions.
2.
Milestones/Deliverables  


Advertize the program at both institutes and fact-finding mission on how to start this program.
3.
Summary

· Advertized the program at UMD.

· Dr. Ainane, met with interested students and gave presentation on the program.

· More information has been gathered on the requirements of both sides for executing the program.
4.
Difficulties Encountered/Overcome

None.  

5.
Deliverables for the Next Quarter

· Continue to advertize the program at UMD.

· Dr. Ainane will meet with interested students to provide details of the program during his next visit to the PI.

· UMD will propose that ENES472: International Business Cultures for Engineering & Technology be   offered at the PI in Winter 2009 (the course will be offered in Sydney Australia in Winter 2008).   The course, which is required for the minor in International Engineering, will be available to the PI and UMD students.

Appendix

Justification and Background

The University of Maryland currently sponsors programs in France, England, Australia, Spain, Germany, Denmark, and The Netherlands. In addition, UM has exchange agreements with a number of overseas universities.  Students are directly enrolled as full-time students at the host institution of their choice. Exchange students are expected to be independent and interested in a true immersion experience during their semester abroad.

Exchange Programs offer a wonderful opportunity to study abroad independently and to assimilate into the culture. On a traditional exchange, students pay tuition at their home institution and swap places with a student overseas. 

The Clark School of Engineering also offers a  “Minor in International Engineering.” This requires 15-20 credits depending on the combination of 3 and 4 credit courses a student might choose to complete. 

· International Business Cultures for Engineering & Technology (ENES472/SLLC472)

· An engineering study, work or research experience abroad. 

· Foreign language, culture studies, internationally-related studies or international engineering-related courses.

Approach

Key References

Information on the UMD and A. James Clark school of Engineering International Programs is available at :http://www.international.umd.edu/studyabroad/ and http://www.ursp.umd.edu/international/index.html

	Development and Delivery of Course Material for Engineering Project Management Courses

UMD Investigators:  Ali Haghani & John Cable

GRA’s: None

PI Investigator(s): None

Start Date: October 2006

Report Date: 30 December 2007


1.
Objective/Abstract

Develop and deliver course material for an Engineering Project Management program at PI, develop and deliver a short course for GASCO, and perform a feasibility study for establishing a graduate program in Engineering Project Management at PI. 

2.
Deliverables for the Completed Quarter

Draft survey for use in collecting market feedback on establishing a graduate project management program at PI.

3.
Summary of Project Activities for the Completed Quarter

· Delivered a survey on July 24, 2007.

· PI decided not to use the survey as it was originally intended.

· Continued to  prepare for two courses to be delivered later in Spring, ENCE-422, ENCE-423
4.
Difficulties Encountered/Overcome

None.
5.
Planned Project Activities for the Next Quarter

We will be delivering the course material for the two requested courses listed above.

6.
Appendix


6.1
Justification and Background

PI’s need to develop a graduate program in Engineering Project Management. 


6.2
Approach

The material for all of these courses will be derived from the course material for the engineering project management courses at the University of Maryland, supplemented by additional material developed by the CEE faculty as needed.  After delivery of the material, the feasibility study will entail visiting PI, interviewing the PI faculty who are interested in the program, and assessing the facilities and human resources needs.

6.3
Two-Year Schedule

· Develop and deliver a one-week short course in project management for GASCO: January 2007 – delivered in Abu Dhabi in January.

· Develop and deliver materials for a semester-ling course in project management: September 2007 – hand delivered in Abu Dhabi in January 2007 (7 months early)

· Develop and deliver course materials for design and construction contract law course. – delivered slides only for ENCE 421 in January with the rest due in September 2007. Delivered balance of materials in June 2007. (3 months early)

· Develop and deliver materials for two additional semester-long courses in project management at PI: The third and fourth courses were requested 7/15/07 and will be delivered in early 2008. They were promised for Spring 2008.

6.4
Key References

N/A
	Robust Optimization of Petrochemical Systems

UMD Investigator: Dr. Shapour Azarm

PI Investigators: Dr. Saleh Al Hashimi and Dr. Tareq Al Ameri

UMD’s GRA: Mr. Weiwei Hu 

PI’s GRA: Ms. Naveen Al Qasas
Acknowledgement: Dr. Mian Li
Start Date: October 2006

Report Date:  31 January 2008


1.
Objective/Abstract

The objective of this study is to develop a framework for robust design optimization of petrochemical systems such as a distillation column while considering the net profit effect at the plant level. The investigation will mainly focus on engineering decisions but will also consider the effects of these decisions on business objectives while maintaining the required product specifications. The investigation explores tradeoffs between engineering objectives versus expected profit and other business goals when there is uncertainty.
In terms of the progress and timetable, the project has been on schedule for the first year. For the second year, however, we are considering making some small changes in the direction of Task 2.2. More specifically, we may focus on a combined approach for robust optimization and sensitivity analysis when there are reducible and irreducible uncertain parameters (with interval uncertainty). 
2.
Deliverables for the Completed Quarter
· Developed and implemented an improved multi-objective optimization method, called KD-MOGA, which uses ~50% fewer function calls compared to conventional MOGAs.
· Formulated a new cost model for the distillation column systems which allows for an evaluation of the economic overhead of the process.
· Solved the optimization problem with the new cost model. Established tradeoffs between conflicting objectives (i.e., mole fraction of distillate vs. total cost) based on this new model.

· Solved robust optimization with interval uncertainty. 
· The PI-UMD paper based on KD-MOGA that was submitted to the journal of Structural and Multidisciplinary Optimization (SMO) was accepted with minor revisions. That paper was revised and submitted again with rebuttal to SMO.
· An additional joint paper on robust optimization and sensitivity analysis is under preparation.
3.
Summary of Project Activities for the Completed Quarter

· Figure 1 below shows the improvements obtained from our new optimizer KD-MOGA when compared to two previous optimizers, K-MOGA and Full Analysis MOGA. As shown in Figure 1, the number of function calls required by KD-MOGA is about 50% fewer than the other two optimizers for the standard test problems given in Figure 1, while the solutions obtained are similar.

[image: image3.emf]
Figure 1. Number of function calls for KD-MOGA vs. K-MOGA and MOGA

· Figure 2 gives a definition for our robust optimization problem with interval uncertainty. To obtain a robustly optimized solution, objective functions are optimized with respect to design variables x, and for all values of p with interval uncertainty (blue rectangle), constraints are satisfied and objective variations (f   are kept within an acceptable range (yellow rectangle).
[image: image4.emf]
Figure 2. Robust optimization problem with interval uncertainty

· Figure 3 conceptually describes how our robust optimization approach works: 
· For objective robustness (top two figures in Figure 2): Objective variation for a trial design is kept within an acceptable range subject to parameter interval uncertainty.
· For feasibility robustness (bottom two figures): Constraints are satisfied subject to parameter interval uncertainty.

[image: image5.emf]
Figure 3. Objective and feasibility robustness

· Figure 4 gives a summary of the simulation model for the distillation column with the new cost model. As shown in Figure 4, the inputs from the left are for design variables: the top two inputs are for design parameters (these are fixed for the deterministic (or nominal) optimization model but have interval uncertainty for the robust optimization model). The outputs from the simulation model are also shown in Figure 4, including the two objective functions considered (shown in red).

[image: image6.emf]
Figure 4. Simulation model for distillation column analysis

· In our last report, we reported that there were some problems with the simulation model and that in particular our previous results did not show tradeoffs between objective functions (refer to the last Quarterly report, September 2007). This problem has been carefully studied and was eventually resolved in this quarter. Figure 5 shows the new optimization model; both deterministic and robust optimization models are shown. 
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Figure 5. Deterministic and robust optimization models for distillation column

· As shown in Figure 5, we introduced a new design parameter λ and considered its effect on the objectives. The deterministic designs using three different values of λ are shown and compared in Figure 6. The parameter λ is introduced because it specifies the quantity of output D given the input F. In our previous attempts, we had noticed that when λ was not present, the optimizer would automatically seek high values of XD while producing poor values for D. After the introduction of λ, we observed that it indirectly determines an upper bound for the mole fraction of the distillate XD. The smaller the value that λ assumes, the larger the maximum mole fraction of distillate the design is able to have. When λ becomes too small, however, it has little practical value even if a higher mole fraction of distillate can be obtained. According to our numerical experiments, the best overall performance design of the distillation column is reached when λ=0.4, as shown in Figure 6. Figure 6 also shows that as λ is decreased, the solutions shift to the right. 
[image: image8.emf]
Figure 6. Deterministic Pareto solutions for distillation column design with different values of λ
· As shown in Figure 7, robust designs are generally inferior (or more conservative compared) to the deterministic designs. Moreover, as before, when λ decreases, the Pareto frontier of both deterministic designs and robust designs shift together to the right and achieve a higher mole fraction.
[image: image9.emf]
Figure 7.  Pareto solutions for distillation column design with and without parametric uncertainties

4.
Difficulties Encountered/Overcome

At this time, the effect of λ on the cost functions is not fully understood. Further study is required. It has also been suggested to use a profit-based objective function instead of a cost objective. Computational cost has become a concern for obtaining robust design solution where the optimization involves a very large number of simulation calls. In particular, there is a concern that the computational cost will make the problem intractable, especially when the reactor model is considered. At present, a full cycle of robust design optimization takes approximately 4 to 7 days to complete, depending on size of population and number of generations of the genetic algorithm that is used as our optimizer. Also, there is a good possibility that we will make some changes in the direction of Task 2.2. to focus more on robust optimization and also sensitivity analysis when there are reducible and irreducible uncertain parameters with interval uncertainty.
5.
Planned Project Activities for the Next Quarter

· Replace the cost function in the distillation tower with a profit function.
· Develop and perform sensitivity analysis when parameters have both reducible and irreducible uncertainty.

· Develop MATLAB-based reactor simulation model and integrate it with the distillation column model.
· Develop multi-disciplinary robust design optimization and sensitivity analysis for integrated distillation-reactor model.
Appendix


Justification and Background

Optimization-based design of distillation towers needs to be better understood, particularly when significant variability exists during the operation of these systems in a refinery plant.

A preliminary review of the literature has revealed that previous methods in design and/or operation of petrochemical systems have been mainly based on either engineering decisions or business decisions.  The literature is sparse for the cases when these two types of decisions are integrated sequentially. However, given that operating decisions are based on engineering and business considerations simultaneously, these methods should be further developed and tuned to actual conditions of real plants to increase profitability.


Approach

There are two main tasks in the proposed approach. Both tasks will begin after a literature review in the respective domain is performed. 

Task 1 (PI): 

Develop and implement engineering analysis models for a petrochemical system:  

· Task 1.1: Develop a MATLAB-based multi-input, multi-output analysis model for a distillation column.  

· Task 1.2: Extend the above analysis model for the distillation column to include: (i) additional complexity, (ii) subsystem details; or, expand the model to include other subsystems in a plant. The ultimate goal is to develop an integrated multi-subsystem petrochemical analysis model for a plant or a group of units in the plant. 

Task 2 (UMD): 

Develop and implement a robust optimization approach: 

· Task 2.1: Develop and implement a MATLAB-based multi-objective and reliability-based robust optimization approach for the above analysis models. 
· Task 2.2: Extend the robust optimization approach to consider the case when: (i) the upper and lower bounds for the known range of inputs include quantifiable variability, (ii) for a subset of uncertain inputs, their probability distribution is available, while for the remaining inputs the range is given.
Two-Year Schedule

Tasks 1 and 2 will begin in the first year. Tasks 1.1 and 2.1 are expected to be completed by the end of the first year. Tasks 1.2 and 2.2 will begin toward the end of the first year and are expected to be completed by the end of the second year.


Key References

1. Forbes, R.J., Short History of the Art of Distillation, E.J. Brill, Leiden, 1948. 

2. Grossmann, I. E., Sargent, R. W. H., “Optimum Design of Chemical Plants with Uncertain Parameters,” AIChE Journal, 24(6): 1021-1028, 1978.

3. Halemane K. P., Grossmann I. E., “Optimal Process Design under Uncertainty,” AIChE Journal, 29 (3): 425-433, 1983.

4. Inamdar, S. V.; Gupta, Santosh K.; Saraf, D. N, “Multi-Objective Optimization of an Industrial Crude Distillation Unit Using the Elitist Non-Dominated Sorting Genetic Algorithm,” Chemical Engineering Research and Design, 82(5): 611-623, 2004.

5. Janak, S. L., Lin, X., Floudas, C. A., “A New Robust Optimization Approach for Scheduling Under Uncertainty: II. Uncertainty with Known Probability Distribution,” Computers and Chemical Engineering, 31, 171-195, 2007.

6. Li, M., S. Azarm, and A. Boyars, “A New Deterministic Approach using Sensitivity Region Measures for Multi-Objective and Feasibility Robust Design Optimization,” Trans. ASME, Journal of Mechanical Design, 128 (4), 874-883, 2006. 
7. Lin, X., Janak, S. L., Floudas, C. A., “A New Robust Optimization Approach for Scheduling Under Uncertainty: I. Bounded Uncertainty,” Computers and Chemical Engineering, 24, 1069-1085, 2004.
	Dynamics and Control of Drill Strings on Fixed and Floating Platforms

UMD Investigators: B. Balachandran

GRA’s: Chien-Min Liao (started in SPRING 2007)

PI Investigator(s): Mansour Karkoub  and Youssef Abdelmagid

Start Date: 12/01/2006

Report Date:  31 January 2008


1.
Objective/Abstract

Research objectives are the following: i) develop and analytically and numerically study control-oriented models for the drill strings, ii) investigate the control of an under-actuated nonlinear system (drill string) with complex interactions with the environment, and iii) build a drill-string test-bed at PI and UMD to validate  the analytical findings and suggest possible strategies to mitigate drill-string failures. 

2.
Deliverables 

On the modeling, analysis, and simulation front, the following are being addressed: 

· Contact between the drill string with the outer shell and interactions at the bottom of the drill string are being considered. 
· Numerical results obtained with the four degree-of-freedom reduced-order model have been compared with the results published in the literature to point out what the present model can capture in terms of stick-slip interactions.

On the experimental front, the following are being addressed: 

· Experimental design and construction

· Application of static/dynamic force to introduce bending motions in the string while it is rotating.
· Relative displacement between two sections due to an applied lateral force.
· Contact between the drill string bottom and the outer shell.
· Application of longitudinal force to the drill string.
· Measurement of the drill string motions.
3.
Summary of Project Activities for the Completed Quarter

Accomplishments:
· Detailed examination of results obtained through numerical simulations and comparisons with results published in the literature
· Experimental arrangement has been constructed at UMD 
· Abstracts are being prepared for submission to international conferences with one at Blacksburg, VA, and another one to be decided.

In the following sections, the project progress is briefly detailed over two sections.  The first section contains comparisons of numerical results obtained in the current work with those obtained by Melakhessou et al. (2003), and in the second section, details of the experiments and the experimental arrangement are discussed. 
3.1: Discussion of Numerical Result 

First, it is recalled from the results reported in Section 3.2 of the previous report that when the coefficient of friction is high, the trajectory of the drill string stays closer to the center for longer periods than in the other case, in which the drill string bounces from one end to the other.  In Figure 3.1.1, the results obtained for the trajectory of center of Section II for different values of friction are compared with those obtained by using the model of Melakhessou et al. (2003). The results are highly dependent on the value of the initial radial displacement
[image: image10.wmf]. The differences seen between the results obtained with the modified four degree-of-freedom model and those obtained with the model of Melakhessou et al. (2003) are attributed to the manner in which the contact between the drill string and the outer shell is modeled in the present research. As the 
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Figure 3.1.1: Comparisons of simulation results for the trajectory of the center of Section II in horizontal plane, in polar coordinates (ρ, θ): trajectory of the center of Section II: (a) initial position close to the outer shell, friction coefficient =0.1; (b) initial position close to the outer shell, friction coefficient =0.3; and (c) initial position close to the outer shell, friction coefficient =0.9.  The results obtained by using the modified four degree-of-freedom system are shown on the left column, and those obtained by using the model of Melakhessou et al. (2003) are shown on the right.

friction coefficient is increased in the modified four degree-of-freedom system, the system exhibits sliding motions as opposed to the bumping motions seen in earlier work.  For low friction coefficients, the system appears to exhibit aperiodic motions, which possibly could be chaotic (Nayfeh and Balachandran, 1995).  The manner in which stick-slip interactions are modeled here allows one to capture slipping and sticking motions that are possible at high values of friction.  This is in contrast to what is observed in the work of Melakhessou et al. (2003) at high values of friction.  
In the case of the five degree-of-freedom system, the motions exhibit what appear to be aperiodic features  for both values of the friction coefficient. The drill-string dynamic is dominated by sliding motions, without the stick and slip aspects seen with the modified four degree-of-freedom system.  These results are currently being studied to better understand them.  
3.2: Experimental setting:
3.2.1 Description 

To facilitate the analyses of the drill string axial, whirl, and stick-slip vibrations, a laboratory scale drill string arrangement complete with sensors and actuators is being constructed at UMD to simulate the working conditions experienced by a drill string. The design of this arrangement was included in the previous report.  The design is shown in Figure 3.2.1; in this arrangement, a slender metal string driven by a DC motor from the top of the rigid frame is used to mimic the drill string under the ground; together with the actuator at the bottom of the frame, brakes, springs, and an actuator are installed in the housing at the lower end of the string to generate resistive forces and axial vibrations such as those caused by rocks. Due to the eccentricity of the mass in the string, whirl is generated when the string rotates at critical speeds, and whirling motions are expected to occur at high speeds. When the lateral motion is large enough, it is expected that the drill string will collide with the outer pipe, causing stick-slip vibrations.  Sensors are to be placed along the string to measure the axial, lateral, and rotational vibrations of the drill string.  Measurements will also include the tilt angle between the drill string and the outer pipe.  This measurement is expected to be challenging in the presence of applied lateral and axial forces. 
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Figure 3.2.1. Experimental arrangement to study bending-torsional vibrations (left),

and detailed contact section design of the experiment (right)

3.2.2 Planned Experimental Activities
Mihajlović et al.  (2007) performed a serious of experiments focusing on the interaction between friction-induced vibration and self-sustained later vibrations caused by a mass imbalance in an experimental rotor dynamic setup.  The results of this work will be used as a foundation for the planned experiments at UMD.


On the UMD side, a series of experiments are planned with the calibration experiments to be carried out in the beginning leading up to experiments similar to those of Mihajlovićet al.  (2007).   Following that, experiments will be conducted to gain further insights and comparisons with the predictions of the four degree-of-freedom and five degree-of-freedom models. These experiments will focus on the influence of stick-slip phenomena in the lateral direction only and at the bottom of the drill string.   These experiments are also expected to help refine the model. The different activities to be carried out are detailed below. 

i.) Calibration experiments: The main purpose of these experiments is to address the basic performance of the designed experimental setting. Only the upper and lower disks with an unbalanced mass within an unmovable housing will be used for detecting the reaction of the lower disc whirling around the housing. Stick-slip characteristics along the lateral direction between the lower disc and outer shell will also be studied. Sensors and actuators will also be characterized.

ii.) Drill string performance at the bottom end section: The lower rotating disk is used for representing the rotational behavior of the drill string excited through a DC motor.  An attached unbalanced mass on the lower disk is to be used.  The lower disk is also attached to a brake disk using a universal joint, which could allow the brake disk to remain on the face of the housing and not be disturbed by the tilting of the lower disk. The friction force is the main excitation source for torsion vibration of the system, and further, this force could also be used to simulate the resistance of the soil and rock resistance. 

iii.) Interaction between the rotating disk and stick-slip phenomena: A housing that is allowed to move freely on the plane will be established at the lower end, as shown in Figure 3.2.1(b). The edge side of the housing is designed to mimic the bumping or sliding performance of drill string with the drill pipe, and the bottom side is used to provide a friction force to the system.  With a fixed housing, the stick-slip movement and the corresponding influence on the rotating disk could be studied.  With a floating housing, the contact action of a drill bit with soil or rock will be another issue that can be investigated.       

iv.) Rotating system under axial force applied by actuator: At the bottom section, a set of actuator and springs has been designed to represent the stiffness of the contact material (i.e., rock and soil) for the drill bit. The actuator can also be used to provide a normal force for the friction brake or be used to provide axial inputs for a feedback control scheme to stabilize the system. By controlling actuator motions, the contact and non-contact effects will be studied to replicate realistic operating conditions.  


[image: image25]    
[image: image26]
Figure 3.2.2. Details of experimental contact section design.  Lateral contact on the left and lateral and axial contact on the right. 
3.2.3 Experiment Equipment and Detailed Design with Setting 

In Figures 3.2.3 and 3.2.4, the different components that comprise the experimental arrangement housed by a 2’X2’X6’ frame are shown. Details at the different levels are shown in Figures 3.2.6 to 3.2.10. 
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	Figure 3.2.3. Side view
	Figure 3.2.4. Another view
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	Figure 3.2.5. Driving motor
	Figure 3.2.6. Housing and bottom disk
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	Figure 3.2.7. Top disk with encoder
	Figure 3.2.8. Wheels under the housing
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	Figure 3.2.9. Encoder supporting frame
	Figure 3.2.10. Bottom disk with housing


4. Difficulties Encountered/Overcome
· Modeling of stick-slip interactions has been addressed and the results are promising.  Further, analysis of nonlinear motions needs to be carried out.  
· Experimental calibration of absolute encoders and fabrication and construction of experimental arrangement has taken longer than anticipated. 
5. Planned Project Activities for the Next Quarter
i. Numerical and Analytical Investigations


The numerical investigations will be continued with the reduced-order models discussed in the previous report, and different nonlinear oscillatory behaviors and instabilities will be studied.  If feasible, analyses will be conducted along the lines of Leine and Nijmeijer (2004) and Long, Lin, and Balachandran (2007) to study bifurcations in systems with discontinuities.  Through interactions with the experimental investigations, the reduced-order models will also be extended and/or refined.  Attention will also be paid to possible nonlinear coupling between bending vibrations and torsion 
vibrations and other modes of vibrations.
ii. Experimental Investigations

           The experiments of Mihajlović et al. (2004, 2007) will serve as a reference and foundation for the proposed experiments.  These experiments will be conducted with a focus on the following: i) drill-string performance on the bottom end section, ii) interaction between the rotating disk and stick-slip phenomena, iii) rotating system subjected to an axial force, and iv) validation of the four degree-of-
freedom and five degree-of-freedom models and model refinement.  Details of related activities have 
been provided in Section 3.2. 

Appendix


Justification and Background

Drill-string dynamics need to be better understood to understand drill-string failures, control drill- string motions, and steer them to their appropriate locations in oil wells. 

Although a considerable amount of work has been carried out on oil-well rotary drilling (for example, Spanos et al., 2003), the nonlinear dynamics of this system is not well understood given that the drill string can undergo axial, torsional, and lateral vibrations, and operational difficulties include sticking, buckling, and fatiguing of strings.  


Approach

A combined analytical, numerical, and experimental approach is being pursued at the University of Maryland (UMD) and Petroleum Institute (PI). Specifically, the drill string is being modeled as a nonlinear dynamical system consisting of interconnected structural components (e.g., tubes) with joints. Appropriate attention is also to be paid to the soil conditions. Finite element methods are to be used for developing computational models, as appropriate. The experiments at UMD and PI will be tailored to address specific aspects of the drill-string dynamics as well as to complement each other.  Actuator and sensor choices will also be explored to determine how best to control the system dynamics. The studies will be initiated with drill strings located on fixed platforms and later extended to systems located on floating platforms. 

Two-Year Schedule

January 1, 2007 to July 31, 2007:  Modeling of drill-string dynamics, computational models; analytical and numerical studies; identification of appropriate oil-well model 

August 1, 2007 to October 31, 2007:  Analytical and experimental studies and initiation of experimental studies 

November 1, 2007 to January 31, 2008:  Experimental arrangement and calibration experiments and simulations of reduced-order models

February 1, 2008 to July 31, 2008:  Continuation of experimental studies, studies on actuator and sensor configurations for control of drill-string dynamics, and investigations into the need for vibration isolation schemes 

August 1, 2008 to October 31, 2008: Studies on drill-string systems located on floating platforms
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	Development of a Probabilistic Model for Degradation Effects of Corrosion-Fatigue-Cracking in Oil and Gas Pipelines

UMD Investigator: Prof. Mohammad Modarres
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PI Investigator(s): Prof. Abdennour Seibi

Start Date: October 2006

Report Date:  04 February 2008


1.
Objective

This study involves developing and applying an engineering-based (mechanistic) probabilistic model for health management of oil pipelines in process plants. The study involves two interrelated projects. The first project, which is the topic for a PhD dissertation, focuses on model development and demonstration. The second project involves developing a degradation acceleration lab at PI and performing experiments to further validate the proposed models of the first project. The funds made available by the Petroleum Institute would facilitate building the experimental set-up. Mr. Mohamed Chookah is working on the first project. When the research equipments are ready to install, a new student will be added to perform validation experiments  (that is to work on the second project.)  Mr. M. Nuhi was hired as a Faculty Research Assistant to support the mechanistic failure part of the research.

The overall objective of this study is to propose and validate a probabilistic mechanistic model based on the underlying degradation phenomena whose parameters are estimated from the observed field data and experimental investigations. Uncertainties about the structure of the model itself and parameters of the model will also be characterized.  The proposed model should be able to capture wider ranges of pipelines rather than only the process ones.  Thus, the proposed model will better represent the reality of the pipeline’s health and can account for material and size variability.  The existing probabilistic models sufficiently address the corrosion and fatigue mechanisms individually, but are inadequate to capture mechanisms that synergistically interact.  Admitting the fact that capturing all degradation mechanisms will be a challenging task, the new model will address pitting corrosion followed by corrosion enhanced fatigue-crack growth.
2.
Deliverables

1. Interim Report on corrosion-fatigue models (submitted: 8/31/2007).

2. Data analysis of field data (on-going, delayed due to difficulties with collecting data; new deadline: 30 March 2008).

3. Interim report on application example (on-going).

4. Design, construction, and commissioning of test rig (design completed on 12/31/2007; construction and installation is pending the PI order of the test equipments).  

5. Interim Report on model validation based on conditioned progress in obtaining experimental results (on-going).

6. Conference and Archival Papers:

a. Submitted an abstract to the Probabilistic Safety Assessment & Analysis (PSA) 2008 conference to be held in Knoxville, Tennessee, 7-11 Sep 2008. 

b. M. Modarres attended a panel discussion on Corrosion at the Reliability and Maintainability Symposium (RAMS) held 28-31 January 2008 in Las Vegas, Nevada. PI research was presented and discussed under the title “Consideration of Corrosion Induced Degradation in Design and Operation of Equipments: Example of Corrosion-Fatigue Cracking Degradation Modeling.”

c. M. Modarres and M. Chookah participated in the first Energy Education and Research Collaboration (EERC) Workshop held at the PI in Abu Dhabi from 4-5 January, 2008.

d. Submitted a paper to Reliability Engineering and System Safety Journal: S. Chamberlain, M. Chookah and M. Modarres, “Development of a Probabilistic Physics of Failure Model for Reliability Assessment of Compressed Natural Gas Vehicle Cylinders.”

e. Submitted a paper to ASME conference also to appear in the Proceedings of the ASME 2008 International Design Engineering Technical Conferences & Computers and Information in Engineering Conference: “Development of a Probabilistic Model for Assessment of Degradation of Pipelines Due to Corrosion-Fatigue Cracking” Authors: Chookah, Nuhi, Modarres and Seibi.

7. Final Report (Due 12/31/2008).

3.
Summary

Background (reported previously in the 3rd quarter report):

The following is a summary of our adopted models.


Pitting Corrosion Model


To assess the influence of concurrent pitting corrosion, a simplified model for pit growth proposed by Harlow and Wei was used [9].  The model is patterned after that proposed by Kondo [10] and assumes a pit of hemispherical shape growing at constant volumetric rate in accordance with Faraday’s law from an initial radius aο.  The rate of pit growth (with volume V = (2/3)πa3) is given as follows:
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But assuming ρ is constant, 
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From Faraday’s Law,
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Hence by substitution,
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where,


[image: image39.wmf];

and a is the pit radius at time t; M is the molecular weight of metal; Ip is the pitting current; Ipo is the pitting current coefficient; η is the metal’s valence; ρ is the density of the metal; F = 96,514 C/mole is Faraday’s constant; Ea is the activation energy; R = 8.314 J/mole-K is the universal gas constant; and T is the absolute temperature.  

Corrosion Fatigue Crack Growth Model

Electrochemical Model

For the electrochemical reaction contribution, the surface coverage θ is identified with the ratio of the amount of charge transferred during each loading cycle (q) to that required to completely “repassivate” the bared surface (qs), or, more conveniently,               
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For this purpose, a simplified model for the reaction is used: for example, it is assumed that the underlying electrochemical reaction consists of a single step and is represented by thermally activated, first-order kinetics [1, 11].  The bare surface reaction current and charge densities are represented in simple exponential forms,
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where io is the peak current density (initial rate of reaction on the clean (bare) surface), and k is the reaction rate constant in Arrhenius form.  Thus,
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where 
[image: image43.wmf].

Mechanistic Model

For mechanistic understanding of the problem, the following mechanistic model for fatigue crack growth was chosen. It is assumed that both parts of the above superposition equation can be modeled by the power law (Paris-Erdogan relationship) [12] of the form,  
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where
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with Δσ being the far field stress range, and β a geometric parameter.

The coefficients Cr and Cc reflect material properties, and the exponents nr and nc reflect the functional dependence of crack growth rate on the driving force ΔK.

Incorporating the electrochemical and mechanical relations yields a simple differential equation in that the variables a and N can be separated.  Estimation of parameters nr and nc may require numerical integration [1].

Superposition Model

A superposition model proposed by Wei [13] was adopted.  In the most general form the fatigue crack growth rate is given by [7]:
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with a cycle–dependent rate and a time–dependent rate. Within each of these rates, the mechanical (deformation) and environmental contributions are treated as being from independent parallel processes.

The corrosion fatigue model becomes
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From the solution of this equation, we can estimate the N as follows,
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where af and atr are the final and initial crack sizes, respectively. 

atr could be calculated iteratively using the criterion set earlier,
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which reflects equality between the pitting and cracking rates at the onset of crack growth,
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The corrosion-fatigue life NF is the sum of the number of loading cycles over which pitting and fatigue cracking dominates at a given stress level [7] and is given by
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Technical progress since 3rd quarter

We found appropriate generic data (from the related papers) to build and run the computer routine Matlab for corrosion fatigue according to Wei’s superposition model.  
Table 1.  Deterministic parameters for X70 steel used in life estimation [1]

	Universal gas constant                                       R = 8.314 J/mol-K

	Activation energy                                                Ea = 35 KJ/mol

	Fatigue exponent                                                nr = 2

	Corrosion fatigue exponent                                  nc = 2

	Frequency                                                           ν = 0.1  and  10 Hz

	Applied stress range                                           Δσ = 100, 200, 300, 400, and 500 Mpa

	Temperature                                                       T = 273, 293, and 313 K

	Final crack size                                                    af = 25 mm

Initial crack size                                                   ao = 0 mm

	Shape Factor                                                       β = 1.24

	Faraday’s constant                                              F = 96,514 C/mole

	Molecular weight                                                 M = 55 g/mole

	Valence                                                                η = 3 

	Density                                                                 ρ = 7.87 g/cm3


Table 2.  Random variable distribution (Weibull) for X70 steel used in life estimation [1]

	Random Variable                         α (shape factor)       β(scale factor)                           γ

	Cr                                                     12               4.0 × 10-11(m/cyc)(MPa√m)-2           0

	Cc                                                     8                 2.0 × 10-10(m/cyc)(MPa√m)-2          0         

	κο                                                     10               3.0 × 105 (s-1)                                 0
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Figure 1. Exponential fit to current 
Figure 1 shows a curve fitted into an exponential model using data of pitting corrosion of carbon steel given in the literature. [14]

The flowchart shown in Figure 2 outlines the steps followed in assessing the required variables in our proposed model:
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Figure 2.  Algorithm of the computational method applied in the research

We developed simple empirical parametric models estimated from curve fitting of data obtained from the computer simulation, as shown below.
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Figure 3.  Results of the simulation

Through an extensive trial and error process, a simplified general parametric empirical model is proposed as followed,
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This model was checked against Wei’s model, which has consistently shown a reasonable match, as shown for one such case in Figure 4.

[image: image53.emf]
Figure 4. Graph of the simulation (Wei’s model) and the proposed empirical model

Assuming frequency, temperature, & cyclic stress are independent, the above general model is modified to the following form, which explicitly describes the environmental factors of stress, frequency and temperature, 
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Based on the uncertainties of the four random variables (Cc, Cr, ko, Ipo) used in this simulation,  best estimates of the constant parameters A and B are presented as two parameter Weibull distributions as follows,
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Similarly, this modified model has been verified against Wei’s model, where once again a good match is secured as shown below (Figure 5).

    [image: image54.emf]
Figure 5.  The graph of the simulation (Wei’s model) and the proposed empirical model

Project progress since 3rd quarter
1. The quotation for the corrosion-fatigue testing equipment from Cortest Corp. has been received by the PI and the purchase order is being written.  Figure 6 shows the pictures of the proposed testing equipment from Cortest.  This testing facility is supplemented by a potentiostat for making corrosion measurements.
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Figure 6.  Proposed corrosion-fatigue testing equipment from cortest corp.

The laboratory space for the corrosion-fatigue testing and reliability has been designated in the new Takreer Research Center building (within PI’s new campus) and is scheduled to be completed by the end of 2008. In the interim, the laboratory equipment will be housed in the current educational laboratories of the PI campus.
2. M. Chookah visited Takreer refineries (Abu Dhabi & Ruwais) to collect field data for model verification process.  Figure 7 describes the data collection process.
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Figure 7.  Field data collection process for model verification

3. M. Chookah and M. Nuhi visited and participated in training at CORTEST Corp in Ohio.  The one-day trip consisted of examining the proposed corrosion-fatigue equipment by Cortest, and participating in hands-on training using a demo system.  
4. M. Modarres and M. Chookah participated in the first Energy Education and Research Collaboration (EERC) Workshop held in the PI in Abu Dhabi from Jan 4-5, 2008.   Mr. Chookah delivered a presentation on the latest status of the project with a summary of up-to-date progress.  

5. Several papers were developed along with two technical presentations at EERC and RAMS.
4.
Difficulties Encountered/Overcome
2. The development of the empirical model was quite challenging mathematically and delayed progress of the project.  Most of the issues are now resolved, and our simulation tool works without any problem. Fitting curves to the simulation data required extensive trials of different models to find an appropriate fit. 
3. The initial budget allocated for the testing facility was not enough to purchase the customized equipment.  Discussion of approval for the excess budget is underway by A. Seibi at PI.  This matter is expected to be resolved and the order issued to Cortest by mid-February.
4. Collection of useful field data proved to be very difficult for the following reasons:

a. The busy environment of the refinery was a great communication obstacle.

b. The collected data were in many pieces and required a substantial effort to gather.

c. The confidentiality of the data could not be compromised, which prevented smooth data collection.

d. A lack of online monitoring devices made it impossible to obtain crack growth trends. 

i. The difficulty with data collection has led to a slight delay in our probabilistic (Bayesian)   estimation of the parameters of the proposed empirical model using the collected data. This task was supposed to end 31 December 2007, and now we estimate that this should be completed by  31 March 2008.

5.
Deliverables for the Next Quarter

1. Application of the collected field data to validate the proposed corrosion-fatigue empirical model.

2. Estimation of the distribution of the parameters of the proposed parametric models. 

3. Application of Markov Chain Monte Carlo (MCMC) Bayesian analysis to update the estimated model parameters of the parametric model. 

4. Uncertainty analysis to characterize limitation of data collected.

5. Procurement and installation planning of the lab equipment at PI.
6. Development of the full paper with Dr. Seibi from PI to participate in the “Probabilistic Safety Assessment & Analysis (PSA) 2008” conference to be held in Knoxville, Tennessee, in the period 7-11 Sep 2008. 

7. Development of a joint paper with Dr. Seibi from PI to participate in the “ASME DAC 2008” conference to be held in New York, NY in the period 3-6 Aug 2008. 
8. Response to reviewer’s comments received for the paper titled “Development of a Probabilistic Physics of Failure Model of Compressed Natural Gas Bus Cylinder” submitted for publication in the “Reliability Engineering & Systems Safety Journal”.

Appendix



Justification and Background

Oil pipelines are susceptible to degradation over the span of their service life. Corrosion is one of the most common degradation mechanisms, but other critical mechanisms such as fatigue and creep cannot be overlooked.  The rate of degradation is influenced by factors such as pipeline materials, process conditions, geometry, and location.  Based on these factors, a best estimate of the pipeline’s service life (reliability) is calculated.  This estimate serves as a target that guides maintenance and replacement practices. After a long period of service, however, this estimate requires reevaluation due to new evidence observed from monitoring the conditions of the pipeline.   

A number of deterministic models have been proposed to estimate reliability of pipelines.  Among these models is the ASME B31G code [15], which is the most widely accepted method for the assessment of corroded pipelines [16].  However, these models are highly conservative and lack the ability to estimate the true life and health of the pipeline. It is necessary, therefore, to develop a best-estimate assessment of the life of these pipelines and integrate the uncertainties surrounding this estimate.  In addition to the limitations embedded in these deterministic models are the problems with inspection techniques and tools that may be inadequate and susceptible to errors and imprecision.  The proposed probabilistic models would be capable of addressing the limitations of these models (by accounting for model uncertainties), inspection data (characterizing limited and uncertain evidences) and subjective proactive maintenance (involving decision making process under uncertainty).

Approach

The researchers will attempt to identify a focal point in one of ADNOC’s operating companies, such as TAKREER, which will champion this project and provide data pertinent to the core activities of this research study.  The study consists of two interrelated projects that will run over a period of two years and a half.  The first phase of Project 1 will focus on the development of a PhD thesis proposal, which encompasses the latest technological development and ongoing research activities and outlines the subject of the research project.  The second phase will concentrate on the development of a probabilistic model for piping in process plants followed by model validation through collected experimental and field data.  The second project, which will run a year later, will focus on the design, construction and commissioning of the corrosion-fatigue test cell.  The test rig will be designed and built by the research team at the University of Maryland (UMD) with the assistance of Dr. Abdennour Seibi from the Petroleum Institute (PI).  The third phase of this study will deal with model application to ADNOC process facilities in order to predict their remaining service life. 

The test rig, which will be built at PI, will be used by Mr. Nuhi to conduct an experimental study reflecting field conditions for model validation developed in project 1.  The equipment needed would include corrosion test cells, autoclaves, multiphase flow loops, and testing machines for slow strain rate and crack growth testing. This activity also requires a complete line of monitoring equipment for evaluation of corrosion, scaling, and chemical treatment for field and laboratory.  This test rig, once built, will be a useful tool for teaching, research, and possibly training field engineers from operating companies.  See “Two-Year Schedule” for a summary of the major tasks and the corresponding timeline.

Overview of the Original Two-Year Schedule

Project 1:

1. PhD thesis proposal, which will include a literature search (9/1/2006 - 6/30/2007)

2. Data collection from ADNOC process plants (1/1/2007 - 8/30/2007)

3. Prof. Modarres visit to PI to review progress and plan for accelerated lab development (3/2007).

4. Dr. Seibi visit to UMD to advise PhD student in his thesis work and assist in designing the accelerated Testing Facility (11 – 21 May/2007).

5. Empirical/Engineering-Based Model Development (9/1/2006 – 6/30/2007)

a. Streamlining of the model to pipeline/pressure vessel application.

b. Collection of appropriate data (data availability is at the discretion of ADNOC operating companies).

c. Actual model development.

6. Probabilistic estimation of model parameters (9/1/2007 – 03/31/2008)

7. Application example (11/1/2007 – 03/31/2008)

8. Dr. Seibi visit to UMD for thesis proposal defense and thesis defense (dates to be announced).

Project 2:

1. Design, construction, and commissioning of Accelerated Degradation Lab at PI.  UMD research team will design the test facility with the assistance of Dr. A. Seibi from PI (06/01/2007 - 06/30/2008).

2. Test planning (01/01/2008 – 03/31/2008).  Dr. Seibi will visit UMD for two weeks during this period to jointly develop the test plan with UMD researchers.

3. Experimental test for model testing/validation (01/01/2008 - 08/31/2008)

4. Examples of model applications (09/01/2008 – 12/31/2008)

5. Conference and archival paper development (Dates of delivery depend on availability of results).
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1.
Objective/Abstract

To obtain fundamental information on the thermal process for sulfur recovery from sour gas by conventional flame combustion and flameless combustion using numerical and experimental studies. The ultimate goal is to determine optimal operating conditions for sulfur conversion. Therefore, an experimental study of the flameless versus flame combustion process for the Claus furnace is proposed. In the study we will explore the operating conditions and the exhaust gas analysis of both flame and flameless modes of reactor operation in the process of enhanced sulfur recovery. 

Specific objectives will be to provide: 

· A comprehensive literature review of the existing flame combustion process for sulfur removal with special reference to sulfur chemistry.  

· Near isothermal reactor conditions and how such conditions assist in the enhanced sulfur recovery process.  

· CFD simulation of the flame and flameless combustion in the furnace. 

· Design of a flameless combustion furnace for experimental verification of the numerical results.  

· Measurements and characterization of the flameless combustion furnace using high temperature air combustion principles. 

· Experiments with different sulfur content gas streams using the flame and flameless combustion furnace modes of operation. 

· Determination of the product gas stream for evaluation of sulfur recovery in the process.

2.
Deliverables

· Chemical kinetic calculations using the detailed mechanism as well as the reduced mechanism were developed here. The goal here is to predict the detailed kinetics with the reduced mechanism so that one can then use the detailed simulations with the CFD code using the reduced kinetic mechanism. It is impossible to predict the detailed behavior using CFD and the detailed mechanism. 

· Performed equilibrium calculations for the effect of change in gas composition (H2S and CO2 gas mixture) on the most desirable reactor operating temperature for high sulfur recovery.

· Examined the fate of various species in the two reactors (first reactor is for simulated high temperature air combustion, HiTAC, while the second reactor is for the sulfur transformation). 

· Designed and fabricated an experimental facility that can provide the first and second stage of the reactor. Examined the temperature distribution along the length of the second H2S reactor.

· Examined mixing between CO2 (simulating H2S) and N2 (simulating combustion products from the first stage HiTAC reactor) under non-reacting conditions using two CO2 injection modes.  

3.
Summary of Project Activities for the Completed Quarter
During this quarter the progress continued in the following four areas:  equilibrium chemical kinetic calculations, detailed dynamic chemical kinetic calculations, reduced chemical kinetic calculations, and experimental facility design. Fabrication as well as preliminary experiments for seeking conditions was achieved and performance was evaluated.  In this report we give details on the role of temperature in the elementary reactions associated with the reaction between hydrogen sulfide and air using a detailed chemical kinetics mechanism. The results obtained from the full detailed mechanism are compared with the reduced mechanism. In the reduced mechanism modifications are presented with changes in the activation energies to provide the suitable mechanism. A comparison between H2, H2S, and methane reaction with air are also introduced. Also, an examination of the behavior of different species evolved along the longitudinal axis of the combustion chamber as well as the reactor in the experimental facility will be conducted. The temperature distribution on the axis of the experimental reactor was carried out to determine the corresponding thermal field distribution. Finally, the injection mode of H2S gas into the high temperature air combustion conditions has been simulated using a gas stream to examine the mixing under non-reactive conditions. The non-reactive conditions are expected to provide better understanding of the true local conditions of the gas conditions prior to examining the complex chemical reacting conditions.  

4. Numerical Study 

4.1 Equilibrium and detailed kinetics study for the hydrogen sulfide reaction 

a- Equilibrium study

The effect of rector temperature is quantified at two different cases in the following two Figures 1 and 2. 

Case (1): H2S gas with air

Inlet conditions: (3H2S+ 1.5O2+5.64N2)
[image: image55.emf]
Figure 1. Effect of reactor temperature on S2 mole and conversion efficiency with H2S gas only

The effect of change in the temperature on S2 equilibrium mole fraction shows that the optimum temperature for the reaction to take place is around 1600K.
Conversion efficiency= (Mass of S2)/ (Mass of sulfur in H2S)

Case (2): H2S and CO2 gas mixture with air

Inlet conditions: (3H2S+ 1CO2+ 1.5O2+5.64N2)

The effect of changing the gas composition from H2S to a mixture of H2S and CO2 mixture is shown in Figure 2.

In this case, effect of the CO2 accompanying the hydrogen sulfide is to decrease the reactor temperature to around 1500K for achieving high sulfur recovery.  This is significant since the gas to be processed may have different gas stream compositions at times under certain conditions. 

[image: image56.emf]
Figure 2. Effect of reactor temperature on S2 mole fraction and conversion efficiency with CO2 in H2S gas

b- Kinetics study

1- Comparison between the reduced and the detailed mechanism

We examined the hydrogen sulfide mechanistic reaction pathways with air by introducing a reduced mechanism containing 20 elementary reactions that are considered to be the most dominant reactions in the reaction between hydrogen sulfide and oxygen. This reduction will facilitate better and faster convergence of the simulations. A large number of reactions reduces the chances of convergence even with bigger CPU capacity computers. In the case of hydrogen sulfide/oxygen reactions, the detailed mechanism incorporates over 100 reactions. Therefore, our goal here is to seek reduced mechanism that can be incorporated in the CFD simulation with a significantly reduced number of reactions but without any impact on the behavior of the major species. We have begun this effort, and some initial results are reported on the direct comparison between reduced chemistry and detailed chemistry. The full detailed chemistry mechanism was obtained using the University of Leeds 2005[1] reaction mechanism at different temperatures. The error quantification is also included. 

 SHAPE  \* MERGEFORMAT 



Figure 3. Reaction pathway for the reduced mechanism

Results obtained from the detailed mechanism and reduced mechanism for the given inlet conditions are given below.  

Inlet conditions (3H2S+1.5O2+5.64 N2)
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Figure 4. Comparison between the detailed and reduced mechanism on the behavior of hydrogen sulfide mole fraction along the reactor distance from the inlet

Figure 4 shows the hydrogen sulfide mole fraction along the reactor distance when using the reduced mechanism and the detailed mechanism. We can see that for the detailed mechanism the decrease of the hydrogen sulfide occurs gradually and faster than the reduced mechanism. On the other hand, the hydrogen sulfide reaction depends on the temperature difference in the reduced mechanism more than in the detailed mechanism.  
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           Detailed mechanism                                         Reduced mechanism

Figure 5. A comparison between the detailed mechanism and reduced mechanism on SO2 mole fraction along the reactor distance.

Figure 5 shows the SO2 mole fraction along the reactor distance at different temperatures. The maximum value of the SO2 is the same. The main difference is in the higher residence time required to obtain this value. 
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            Detailed mechanism                                         Reduced mechanism

Figure 6. Comparison between the detailed mechanism and reduced mechanism on S2 mole fraction along the reactor distance.

Figure 6 presents the S2 mole fraction along the reactor distance at different temperatures. At higher temperatures both behaviors are the same in trend and asymptotic values. However, at lower temperatures the reduced mechanism shows poor agreement with the detailed mechanism.
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          Detailed mechanism                                         Reduced mechanism

Figure 7. Comparison between the detailed mechanism and reduced mechanism on O2 mole fraction along the reactor distance.

The effect of changing the reactor temperature on oxygen mole fraction is illustrated in Figure 7. Both of the mechanisms give the same trends but at different residence times; also, the detailed mechanism shows somewhat smoother behavior.

2- Modifying the reduced mechanism 

The preceding results from the reduced mechanism show a rather poor agreement with the residence time to reach a certain value of the products. Efforts made to make better agreement between them have been conducted by redefining the reduced mechanism elementary reactions.  By using new activation energies we were able to simulate the full detailed mechanism as given below in the following: 
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      Detailed mechanism                             Modified Reduced mechanism
Figure 8. Comparison between the detailed and modified reduced mechanism on the behavior of hydrogen sulfide mole fraction along the reactor distance.
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      Detailed mechanism                             Modified Reduced mechanism

Figure 9. Comparison between the detailed and modified reduced mechanism on the behavior of SO2 mole fraction along the reactor distance.
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      Detailed mechanism                             Modified Reduced mechanism
Figure 10. Comparison between the detailed and modified reduced mechanism on the behavior of S2 mole fraction along the reactor distance.
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      Detailed mechanism                             Modified Reduced mechanism
Figure 11. Comparison between the detailed and modified reduced mechanism on the behavior of O2 mole fraction along the reactor distance.

The above results show that the modified reduced mechanism gives a better agreement with the detailed mechanism from the point of view of both the residence time and magnitude. 

Future plans for this reduced mechanism

Our ongoing efforts on this reduced mechanism will be to make it more favorable with the detailed mechanism by seeking the optimum values for the activation energies and then to introduce a new part of the reaction that is based on work at the University of California [2]. This will assist us in developing a better and more accurate simulation of the SO2, S2, SO, O2 reactions.

3- Comparison between methane, hydrogen sulfide, and hydrogen

This comparison is made to determine which fuel is faster during its reaction. The comparison was carried out for methane and hydrogen sulfide by introducing them together in stoichiometric conditions. In order to avoid any contradiction, the hydrogen was burned separately since both methane and hydrogen sulfide produce hydrogen in their reaction.
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Hydrogen stoichiometric reaction
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Figure 12. Stoichiometric reaction of methane and hydrogen sulfide

One can see that methane consumes fuel the slowest during the reaction due to the strong bond strength between hydrogen and carbon. In contrast, hydrogen is faster than hydrogen sulfide in the beginning of the reaction. Afterwards it becomes slower to reach the asymptotic behavior. Moreover, the hydrogen reaction is not as sensitive to temperature variation as methane and hydrogen sulfide. 

5. Experimental Results

5.1. Behavior of different species in the experimental facility 

An experimental laboratory facility was designed and fabricated to experimentally verify the actual conditions that exist in the reactor, as shown in Figure 13. The facility consists of a burner that can be operated at any desired equivalence ratio. This is called the primary reactor, and its main purpose is to provide a burned gas mixture at the desired conditions for use in examining the behavior of sulfur in the second-stage reactor.  

The behavior of main species along the two reactors of the facility is first simulated here according two the following inlet conditions:
  SHAPE  \* MERGEFORMAT 



Figure 13. A schematic diagram of the experimental facility.

Inlet condition

Both of the reactors at 1600K:

CH4 Reactor

(1 CH4 + 3.5 O2)

H2S Reactor 

(Exhaust from CH4 Reactor + 3 H2S)

Global Reactions

1 CH4 + 3.5 O2 ( CO2+ 2 H2O+ 1.5 O2
1.5 O2 +3 H2S( SO2 + 2 H2S + H2O

SO2 + 2 H2S ( 3/2 S2 +2 H2O 
The results given below are provided in mass fraction of the various stable species because of the mass conservation of all the species in both the reactors.
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Figure 14. Oxygen mass fraction in the methane (first) and H2S (second) reactor.

Figure 14 shows the oxygen mass fraction distribution along the two reactors. In the CH4 reactor the oxygen decreases due to its reaction with methane. In the H2S reactor, it continues to decrease in the hydrogen sulfide reactor due to the reaction of O2 with H2S.
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Figure 15. H2O mass fraction in the two reactors.

H2O mass fraction is shown in Figure 15. The H2O increases in the CH4 reactor and continues to increase in the H2S reactor. Note that the value of the mass fraction of H2O is lower in the beginning of H2S than that at the end of the CH 4 reactor due to the injection of hydrogen sulfide.

[image: image81.png]o o
(0)] (00]

o
»

CO2 Mass fraction

o
N

[T
.

"\

CHA4 Reactor

o
o

o
o

O[]

| |
0.1 0.2 0.3 0.4
Distance (cm)




[image: image82.png]C0O2 Mass fraction

©c o ©O
H (o)) 00)
HH‘HH‘HH‘HH‘HH

o
N

H2S Reactor

| | | |
OOQOOOO 0.0

| | | |
00 0.000 0.000 0.000 0.
Distance (cm)

o

010





Figure 16. CO2 mass fraction in the two reactors.

The CO2 mass fractions in the two reactors are presented in Figure 16. The mass fraction increases in the CH4 reactor and remains almost constant in the H2S reactor due to the absence of any carbon dioxide in the second reactor. 
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Figure 17. CO mass fraction in the two reactors.

The CO mass fraction is presented in Figure 17. The results show that in the first reactor the CO diminishes at the downstream location due to the reaction between CH4 and oxygen. 
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Figure 18. SO2 mass fraction in the second reactor.

The SO2 mass fraction in the second reactor is shown in Figure 18. The results show that SO2 increases due to the reaction between oxygen and hydrogen sulfide and then it decreases slightly along the second reactor due to the absence of oxygen/hydrogen sulfide reaction. Meanwhile, the reaction between SO2 and H2S occurs to form S2. 
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Figure 19. H2S mass fraction in the second reactor.

The H2S mass fraction along the hydrogen sulfide rector is presented in Figure 19. The results show a rapid decrease along the reactor in the beginning due to the reaction with oxygen. Afterwards, the reaction becomes very slow and occurs between H2S and SO2.
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Figure 20. S2 mass fraction in the second reactor.

The evolution of S2 mass fraction distribution along the reactor is shown in Figure 20. The results show rapid increase in the beginning of the reaction, and then the reaction becomes slower due to the consumption of the reactant’s concentrations.   

5.2 Experimental facility 

A laboratory experimental facility has been designed and constructed for use in the practical part of the project. The experimental facility is designed to assure the presence of an isothermal, HiTAC (High Temperature Air Combustion) reactor, which would be achieved by seeking a primary combustion chamber where methane and oxygen are burned to produce a uniform high temperature gas stream (to simulate high temperature air combustion, HiTAC, conditions) at the desired temperature and oxygen concentration for use the second reactor (hydrogen sulfide reactor).
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Figure 21. Photograph of the experimental laboratory scale facility

5.2.1 Temperature distribution 

Temperature distribution along the central axis of the hydrogen sulfide reactor has been carried out using methane/oxygen flame (with primary reactor). Argon gas was initially injected in place of hydrogen sulfide to monitor the temperature distribution along the hydrogen sulfide reaction. 
Inlet conditions 

Methane flow rate= 3.47 lit/min

Oxygen flow rate= 8.06 lit/min

Argon flow rate= 6.38 lit/min

Argon flow rate had to be 2.23 lit/min (according to Claus process). However, we increased the flow in order to achieve the following: 

1- Maintain safer operating conditions for the facility during first test

2- Examine an exaggerated flow of argon to see how much distance is needed downstream of the injection point to achieve uniform temperature

[image: image88.emf]
Figure 22. Temperature distribution along the central axis of the second H2S reactor.

The following points can be made from this temperature distribution:

1- Even at the exaggerated argon flow rate, a distance of only 1.5 inch is taken from the 12 inch reactor to provide a non-uniform temperature distribution as seen in Figure 22. Therefore, one can expect to lose a smaller distance if the Argon flow rate is to be reduced.

2- Much drop in temperature occurs in the beginning because of the injection of cold Argon into the flow. 

3- Although the nominal temperature of the reactor is not enough for most favorable conditions for the hydrogen sulfide reaction to form S2, it was very effective to see the homogenous temperature profile along the entire reactor length. Moreover, in order to raise the temperature up to the required value for favorable hydrogen sulfide transformation, one can increase the air and fuel flow rate while keeping the stoichiometric conditions. Furthermore, oxygen can be added to the second reactor so that the desired conditions of SO2 and oxygen are met in the second reactor. 

5.2.2 Test under Nonreactive case 

An investigation on the level of mixture of injected hydrogen sulfide in the hot gases generated in the first reactor was performed using a nonreactive test, wherein the hydrogen sulfide was simulated by CO2 and the hot gases with nitrogen. 

The nitrogen gas was chosen because its molecular weight is close to that of the combustion products (coming from the first chamber (CO2 and H2). Apparent molecular weight for the combustion products from the first reactor (CO2 and H2O) was 26.66 versus  28 for nitrogen.

CO2 and H2S have different densities, but the momenta of H2S and CO2 are the same to get the same penetration distance to simulate the mixing in H2S reactor , i.e., 

(ρAv2)H2S = (ρAv2)CO2
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The level of CO2 mixture was estimated by evaluating the mixture fraction (mass fraction) along the reactor centerline. 

a- Axial Injection:

The axial injection of CO2 in the hydrogen sulfide reactor is as shown in Figure 23. Two cases were studied by keeping the nitrogen flow rate constant and changing the carbon dioxide flow rate. The goal here is to examine the level of mixture of carbon dioxide with the surrounding gas along the centerline of the hydrogen sulfide reactor. 

[image: image163..pict]Case (1): 

VCO2=1.483 lit/min, VN2=10.352 lit/min
[image: image89.emf]
Figure 24. CO2 mixture fraction along the reactor centerline at low velocity with axial injection

Case (2): 

VCO2=2.176 lit/min, VN2=10.352 lit/min
[image: image90.emf]
Figure 25. CO2 mixture fraction along the reactor centerline at high velocity with axial injection.

We find that at the higher flow rate the asymptotic behavior occurs at higher axial distance because of the higher jet momentum. Note that the second point at 0.5 inch has lower CO2 mixture fraction at the lower flow rate, according to Figures 24 and 25. The reason for not seeing 100% CO2 in the beginning is due to the rapidly entrained N2 in the sampling train. However, it is lower in the higher CO2 flow rate case in Figure 25. 

[image: image164..pict][image: image165..pict]
b- Radial Injection 

Radial injection is also the method used in our experimental facility, and will be discussed here using the same conditions as those presented for the axial injection. The radial injection system is further divided into two lines, wherein the flow rate will be divided into two equal flow rates that are expected to provide enhanced mixing and uniformity. Ideally one would require large number of injection ports (multiple radial injectors).
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Case (1): 

VCO2=1.483 lit/min, VN2=10.352 lit/min
[image: image91.emf]
Figure 27. CO2 mixture fraction along the reactor centerline with radial injection at low velocity.

Case (2): 

VCO2=2.176 lit/min, VN2=10.352 lit/min

[image: image92.emf]
Figure 28. CO2 mixture fraction along the reactor centerline with radial injection at high velocity.

A comparison of the results at low and high injection velocity show similar behavior between the axial and radial injections. Both show an asymptotic behavior faster with lower CO2 momentum, while in the higher momentum stronger penetration of the CO2 jet into the N2 flow occurs. Multiple radial injection of the gas stream will help better and more homogenous distribution of the injected gas flow stream.
6. Summary 

In the reported quarter we have further examined the sulfur recovery process both experimentally and numerically. Equilibrium, detailed and reduced kinetic mechanisms have been used. Examination of the hydrogen sulfide reaction with oxygen has been carried out with reduced mechanism investigated and further modified. Comparison between the evolution of methane, hydrogen sulfide, and hydrogen has been performed in order to determine how fast the reaction occurs in our application. A complete study of the species along the two reactors (methane and H2S reactors) in the experimental facility has been carried out using CHEMKIN software. In the experimental part, the facility has been designed and preliminary data has been obtained on the distribution of temperature along the axis of the reactor at different methane and oxygen flow rates. An examination of the different hydrogen sulfide injection schemes has been performed under nonreactive conditions that simulate similar behavior as that expected under actual conditions. 

7.
Difficulties Encountered/Overcome

None
8.
Deliverables for the Next Quarter

· Examine the elementary reaction for the S2, SO2, SO, O2 reaction and introduce them in the reduced mechanism in order to provide better agreement with detailed mechanism. 

· Reduce this mechanism into global reactions to allow us to further express the behavior of the main species by assuming steady state condition of the main radicals in the mechanism, such as, O, H…

· Examine the effect of changing the reactor temperature on the sulfur conversion in the hydrogen sulfide reaction by monitoring the exhaust products, and compare them with the kinetics mechanism.  

· CFD simulations on mixing and thermal field distribution.
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Appendix



Justification and Background

Hydrogen sulfide is present in numerous gaseous waste streams from natural gas plants, oil refineries, and wastewater treatment plants, among other processes. These streams usually also contain carbon dioxide, water vapor, trace quantities of hydrocarbons, sulfur, and ammonia. Waste gases with ammonia are called sour gases, while those without ammonia are called acid gases. Sulfur must be recovered from these waste streams before flaring them. Sulfur recovery from sour or acid gas typically involves application of the well-known Claus process, using the reaction between hydrogen sulfide and sulfur dioxide (produced at the Claus process furnace from the combustion of H2S with air and/or oxygen), yielding elemental sulfur and water vapor: 2H2S(g) + SO2(g) = (3/n) Sn(g) + 2H2O(g) with DHr= -108 kJ/mol. Therefore, higher conversions for this exothermic, equilibrium-limited reaction call for low temperatures, which lead to low reaction rates that dictate the use of a catalyst. The catalytic conversion is usually carried out in a multi​stage, fixed-bed, adsorptive reactor process, which counteracts the severe equilibrium limitations at high conversions. This technology process can convert about 96% to 97% of the influent sulfur in H2S to S. However, higher removal requires critical examination of the process and use of a near isothermal reactor, since the conversion is critically dependent upon the exothermic and endothermic conditions of the reactions. 

Flameless combustion has been shown to provide uniform thermal field in the reactor so that the reactor temperature is near uniform. Reactor size can also be reduced, and combustion-generated pollutants emissions can be reduced by up to 50%.  Energy efficiency can be increased by up to 30%. The application of this technology appears to offer great advantages for the processes under consideration. The UAE, which pumps about 2.4 million bpd of crude oil, is also home to the world’s fifth biggest gas reserves at about 200 trillion cubic feet. Abu Dhabi Gas Industries (GASCO), an operating company of the Abu Dhabi National Oil Company (ADNOC), is leading a drive to boost gas production in the UAE from five to seven billion cubic feet per day. This calls for sulfur recovery capacity of over 3,000 metric tons per day with the associated SOx and NOx emissions. Therefore, the adoption and further development of flameless combustion technology for sulfur recovery among other commercial and industrial heating processes is expected to be crucial and beneficial, both economically and environmentally.

The conventional sulfur recovery process is based upon the withdrawal of sulfur by in situ condensation within the reactor. The selective removal of water should, however, be a far more effective technique, as its effect on the equilibrium composition in the mass action equation is much greater. The in situ combination of the heterogeneously catalyzed Claus reaction and an adsorptive water separation seems especially promising, as both reaction and adsorption exhibit similar kinetics, and pressure can be adapted to the needs of the adsorptive separation. Such an adsorptive reactor will lead to almost complete conversion as long as the adsorption capacity is not exhausted. There are numerous possibilities for implementing these two functions, ranging from fixed-beds with homogeneous catalyst/adsorbent mixtures to spatially structured distributions or even fluidized beds. Most of the previous studies have concentrated on the Claus catalytic conversion reactors and the TGTU. However, some previous studies have identified the Claus furnace as one of the most important yet least understood parts of the modified Claus process. The furnace is where the combustion reaction and the initial sulfur conversion (through an endothermic gaseous reaction) take place.  It is also where the SO2 required by the downstream catalytic stages is produced and the contaminants (such as ammonia and BTX (benzene, toluene, xylene) are supposedly destroyed. The main two reactions in the Claus furnace are: H2S + 3/2 O2 = SO2 + H2O, with DHr= -518 kJ/mol, and 2H2S + SO2 = 3/2 S2 + 2H2O, with DHr= +47 kJ/mol. This last endothermic reaction is responsible for up to 67% conversion of the sulfur at about 1200 C. Moreover, many side reactions take place in the furnace; these side reactions reduce sulfur recovery and/or produce unwanted components that end up as ambient pollutant emissions. Therefore, it would be useful to combine the endothermic and exothermic process using an isothermal reactor offered by flameless oxidation combustion.


Approach

Critical review 

We propose to conduct a critical review of the various approaches used for sulfur removal from the sour gas. The emphasis here will be on sulfur chemistry with due consideration to the fate of ammonia. Following the review, an experimental and a CFD numerical study of the flameless oxidation of the fuel will be conducted as follows: 

CFD simulation 

A numerical simulation study of the flame under normal and flameless oxidation of fuels in the furnace will be conducted using the available codes. Global features of the flow and thermal behavior will be obtained using the Fluent CFD and Chemkin computer codes. These codes provide detailed simulation of the flow, thermal and chemical behaviors (i.e., detailed chemistry) in the reactor flow using gas-phase reactants. The sulfur in the fuel is in gas phase, so we will be able to simulate and monitor the fate of sulfur during various stages of endothermic and exothermic reactions and over a range of temperature regimes, including those covered in the Claus furnace process. The simulation results will also guide the final design of the flameless furnace. The simulations will also help assist in the experimental program for data validation with the eventual goal of implementing the process for sulfur removal.  

Experimental study  

An experimental study of the flameless vs. normal flame combustion process for the conditions examined in the theoretical study, including that of Claus furnace, will be conducted. We will explore the operating conditions and the exhaust gas analysis under conditions of both flame and flameless modes to determine the extent of sulfur conversion under the two conditions over the temperatures that can simulate endothermic and exothermic conditions in the Claus furnace. The goal is to seek conditions that yield the highest sulfur recovery from a process. To some extent, these conditions will be based on the composition of the acid/sour gas, from sulfur-rich (>50% H2S) to lean (<20%H2S). It is expected that our fundamental information will contribute to the eventual design guidelines of an advanced sulfur recovery process furnace operating under flameless combustion mode.

Two-Year Schedule

Year 1: (Performing institution) 

· Perform detailed literature review and document in a report to the PI (conducted by PI and UMD). 

· Perform numerical simulation of the flow and thermal behavior using Fluent code (PI). 

· Incorporate sulfur chemistry into the code for capturing the fate of sulfur in the process (UMD). 

· Provide preliminary simulations on the chemistry and mechanistic pathways for sulfur and other key transformation and pathways that are considered critical for sulfur recovery (UMD). 

· Provide preliminary design considerations for the flameless oxidation and normal flame conditions, and recommend how the conditions can be used to simulate exothermic and endothermic behavior (PI and UMD). 

Year 2: 
· Perform detailed simulations using the Fluent (PI) and Chemkin (UMD) computer codes with special emphasis on the role of uniform and controlled thermal fields in the reactor on sulfur recovery. 

· Assemble a flameless oxidation furnace reactor that can also operate in the normal combustion mode (PI and UMD). 

· Conduct experiments using flameless and flame combustion over a range of dynamic conditions determined in the numerical study (UMD). 

· Provide a preliminary design of the reactor for enhanced sulfur recovery. Determine the extent of sulfur recovery from different concentrations in the gas stream (PI and UMD).
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1.
Objective/Abstract

This multi-faceted project will investigate the feasibility of implementing advanced solid oxide fuel cell (SOFC) technology for producing power from oil well off-gases while providing a source of concentrated CO2 for sequestration and enhanced oil recovery.  This project will explore fundamental issues in identifying preferred material combinations for durable SOFC anode operation with typical oil well off-gas composition. Along with these fundamental issues, multi-scale modeling will include detailed models for assessing SOFC membrane electrode assembly architectures for optimal operation with hydrocarbons, and higher-level system models for evaluating integrated systems with all accessory equipment within the context of oil well operation.  System models will assess the economic viability of such a system and thereby determine technology performance requirements for successful implementation of SOFC-based systems for enhanced oil recovery with CO2 injection.

2.
Deliverables for the Completed Quarter

Task 1:  Experimental study of SOFC MEA’s for hydrocarbons

· Finalize CeO2-based anode fabrication protocol and begin testing with butane feeds as well as syngas feeds.
· Use experimental results to validate models for CeO2-based anode models for Task 2.

· Continue testing of improved Ni-based membrane electrode assemblies (MEA’s) with higher power density upon Q3 comparing operation of SOFC’s with syngas.

· Further refine the fabrication protocol for high power-density cells for assisting in making cells both at UMD and PI.

Task 2: Numerical modeling for design of SOFC architectures 

· Complete development of hydrocarbon electrochemical models for CeO2 and study optimal anode architectures for hydrocarbons with 1-D through-the-MEA models 

· Develop the down-the-channel model at UMD to implement in a PI system-level analysis in Task 3.

· Commence actual CFD modeling work.

Task 3: System level analysis of integrated SOFC plants  

· Activities to commence on this task in Q5.

Task 4: Identification of multi-university research team for SOFC’s in the petroleum industry.

· No activities are planned for this task until further accomplishments are achieved both at UMD and PI.

3.
Summary of UMD Project Activities for the Completed Quarter

During the past quarter, the UMD team has continued to make improvements on various aspects of Tasks 1 and Tasks 2.  Much of this progress was highlighted in a presentation given at the PI during the 1st Energy Education and Research Collaboration (EERC) Workshop on January 4-5, 2008.  With respect to Task 1, accomplishments over the past quarter include the refinement of the fabrication protocol for the Ni/YSZ anode-supported MEA’s for achieving higher power densities.  Also with respect to Task 1, progress has been made on developing CeO2 impregnated cells with appropriate microstructure to achieve higher power densities than what has been observed by some groups with CeO2-based anodes reported in the literature [1,2].  With regards to Task 2, continued analysis of the impact of anode supported micro-architecture on SOFC performance with syngas (from reformed hydrocarbons) has continued.  While the UMD-side of this project is still recovering from some unforeseen delays in developing the MEA fabrication protocol, progress has now picked up dramatically with testing begun on the CeO2-based anode-supported cells and with the near completion of the down-the-channel SOFC model – both of which should lead to significant results to be reported in the next quarterly report.

More detailed accomplishments on each task are presented in the following subsections.

Task 1:  Experimental study of SOFC MEA’s for hydrocarbons

Fabrication of Anode-Supported Thin Electrolyte Cells  

UMD has continued testing over the past quarter and in the process has further refined the MEA fabrication protocol for Ni/YSZ anode-supported cells which have been shown to perform well on both H2 and H2/CO (syngas) characteristic of reformed light hydrocarbons.   An updated fabrication protocol for the anode-supported cells is provided in an Appendix in section 6.  It should be noted that the fabrication eliminates the use of any pre-fabricated tapes that were suggested in past analysis.  The previously-used prefabricated tapes (provided by Electroscience) for either anode or electrolyte layers resulted in inconsistent adhesion between MEA layers and thus low power density of the resulting MEA’s.  Now, all layers are made using in-house methods that have been adapted and modified from various approaches discussed in the literature, with that of Armstrong and Rich [3] being a principal reference a starting point.  In the revised protocol, the anode structural support layer which is currently ~ 1 mm thick is produced by pressing NiO/YSZ/graphite powders with the graphite powders being burned out to provide a highly porous, but structurally solid, architecture for good gas transport of reactants in (H2, CO, hydrocarbons) and products out (H2O, CO2) of the anode layer.  In addition to this support layer, a NiO/YSZ slurry is drop-coated onto the pressed support layer to form a less porous but more active anode functional layer.  The porosity in this thin (~ 20-25 µm) layer is created when the NiO is reduced to Ni metal before SOFC operation.  The anode interlayer or functional layer was key to providing higher power density performance, which is attributed to its higher three-phase boundary length (ltpb) per unit volume and to its improved adhesion to the dense electrolyte, which provides better O2- ion transport into the electrochemically active region.  Figure 1 shows SEM images that show the transition in pore structure between the Ni/YSZ anode interlayer and support layer and also show the good adhesion between the dense YSZ electrolyte and the anode interlayer.
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Figure 1.  Two SEM images showing the interfaces between the highly active, low-porosity Ni/YSZ anode interlayer and the anode support layer or the dense YSZ electrolyte.

Efforts to make CeO2-based anode-supported MEA’s have continued.  The fabrication protocol for the metal/CeO2/YSZ cells is still under development, and some cells are being tested; results will be processed and reported in the next quarterly report.  Current fabrication for the CeO2-based MEA’s significantly deviates from earlier references provided by Gorte and coworkers in the literature [1,2].  For Cu/CeO2/YSZ cells, the current approach is to replace the NiO with CuO powders in the support layer structure and to add slightly higher graphite pore former concentrations to produce a more porous support layer.  This support layer will then be impregnated with cerium nitrate (Ce(NO3)3) solution, which when heated decomposes to form small CeO2 particles that provide electrochemically active material with mixed ionic and electronic conductivity.  

In conjunction with testing Cu/CeO2/YSZ anode-supported cells for light hydrocarbon operation, Ni/ CeO2/YSZ anodes have been produced and are being tested for stable high power-density performance with light hydrocarbon feeds as well as syngas feeds.  The motivation from this work comes from a recent report by Visco and coworkers, which showed that CeO2 added to Ni-based anodes can provide high power density in the presence of H2S [7].  These recent results suggest that the CeO2, with its readily available redox cycle, may provide a mechanism for eliminating detrimental reactions on the Ni surface, and therefore the UMD team is exploring this system currently and will report on its refined fabrication protocol and MEA performance with various fuel streams in the Q5 report.
Testing of the Anode-Supported Thin Electrolyte Cells        

The Ni/YSZ anode-supported, thin-electrolyte cells have continued to be tested for a range of conditions primarily with H2 (dry and humidified) and with syngas mixtures.  The failure to get steady performance on these cells with hydrocarbons has continued to delay testing with the light hydrocarbon feeds until Q5, during which the CeO2-based cells will be tested.  The performance of the new MEA’s with the in-house fabrication protocol is significantly improved over past cells.  Results for these cells running at 800 °C on H2 feeds (PH2,anode = 0.67 bar, PAr,anode = 0.33 bar) and on syngas feeds (PH2,anode = 0.50 bar, PCO,anode = 0.12 bar, PH2O,anode = 0.28 bar, PCO2,anode = 0.10 bar) are provided in Figure 1.  While the power densities are still not as high as the team is targeting, they are within a factor of 3 of the desired 0.5 W/cm2 maximum power density.  Higher power densities (likely by as much as 50% or more) can be achieved at 850 °C, and some tests will be performed at this temperature in the next quarter.  There seemed to be some early degradation followed by stable operation.  The results show that the Ni/YSZ cells may work well in a system where the hydrocarbons are run through an upstream reformer or partial oxidation reactor to convert the fuel into syngas.
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Figure 2.  Voltage and associated power density vs. current density curves for Ni/YSZ anode-supported thin-electrolyte cells running at 800 °C on H2 (PH2,anode = 0.67 bar, PAr,anode = 0.33 bar) and on syngas (PH2,anode = 0.50 bar, PCO,anode = 0.12 bar, PH2O,anode = 0.28 bar, PCO2,anode = 0.10 bar) on the anode side and dry air at 1.0 bar on the cathode side.

To understand more fully what might be needed to improve the Ni/YSZ SOFC power densities, significant studies were done using electrochemical impedance spectroscopy (EIS) at various current densities to assess what was contributing to the largest sources of resistance.  A sample of the numerous impedance spectra are shown in Figure 3.  Figure 3 is shown for pure H2, but very similar spectra were also obtained for syngas operation.  As suggested in Figure 3, the bulk resistance (Rbulk), which is primarily attributed to O2- ion conduction in the dense electrolyte and through the cathode and anode electrochemically active regions, is as high as 0.45 Ω*cm2.  This value was not unexpected for 800 °C and would certainly decrease significantly if the electrolyte thickness can be consistently maintained at 10 µm instead of the 15-20 µm that was achieved in the cell presented here.  
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Figure 3.  Impedance spectra for a Ni/YSZ anode-supported MEA operating on H2 (PH2,anode = 0.67 bar, PAr,anode = 0.33 bar) at a low current density of 0.08 A/cm2.

The other important point to note about Figure 3 is the two dominant polarization resistance (Rpolarization) processes that are providing the majority of the resistance.  Since it would be desirable to have a total sum R below 1 Ω*cm2, it is clear that these processes must be identified and addressed in the micro-architecture design in order to improve performance.  From looking at the characteristic frequencies of the two arcs (processes), it is evident from earlier symmetric LSM/YSZ cathode testing at UMD that the larger of the two arcs is associated with the LSM/YSZ cathode.  Current efforts are underway to improve the cathode performance with better current collection and improved porosity, and the impact of these results on improving power density will be reported in Q5.

Task 2: Numerical modeling for design of SOFC architectures 

Significant progress has been made on the through-the-MEA models at UMD, including finalization of the C1 chemistry/electrochemistry for Ni/YSZ anodes.  This work was largely a result of thesis work by a former UMD student, Bahman Habibzadeh [6], who built on earlier efforts of Deutschmann and co-workers [4] and by another UMD student, Steven DeCaluwe, who modified a mechanism developed by Jiang et al. [5] to provide the cathode kinetic mechanism.   Table 1 shows the chemical mechanism for a thermodynamically reversible mechanism that is used to model the syngas simulations reported herein.  Additional chemistry for CH4 hydrocarbon breakdown and oxidation is not shown here due to space constraints.  The thermodynamics for the surface species, which are a critical part of the mechanism, are also not shown here but are readily available for modeling needs.  Both the chemistry and the thermodynamics are integrated into Matlab using the Cantera toolbox developed by David Goodwin at Caltech.  The model for CeO2-based chemistry and electrochemistry is still under development by Decaluwe and Jackson and is funded by a separate program by the U.S. Office of Naval Research.  Those models are to be validated by studies on thin-film CeO2 anodes that are being tested on that program.

Modeling over this past quarter has explored the effects of anode microstructure on the performance of Ni/YSZ anode-supported cells over the range of conditions expected to be encountered along the channel of a large planar or tubular SOFC power plant.  A sample of the results for this effort are shown in Figures 4a and 4b, which compare the performance for a range of syngas conversions of two different anode support layer micro-architectures.  The first cell in Figure 4a has a lower support layer porosity(gand thus an increased tortuosity (g and thickness of the electrochemically active region δutil.  This correlation between these parameters related to the porous media microarchitecture has been identified in a recent modeling study by Decaluwe and the PI and is presented in a recently accepted paper [8].  The higher (g has a slightly higher mass transfer resistance to/from the electrochemically active anode functional layer.   However, the cell has better conductivity (both electronic and ionic) in the anode layers, and this offsets the mass transfer resistance.

The results shown in Figures 4a and 4b are for conditions with syngas feeds consistent with light-hydrocarbon steam reformer effluents.  The syngas feeds were determined from equilibrium calculations for a reformer feed of a hydrocarbon with an H:C ratio of 2.2 and with a steam-to-carbon ratio of 2.5.  The reformer outlet here is 800 °C and gives a syngas feed with approximately 50% H2, 12% CO, 28% H2O and 10% CO2 (all mole percentages).  This feed was tested with the Ni/YSZ anode model, which included the detailed surface and electrochemistry models presented in Table 1.

Table 1.  Thermodynamically reversible surface chemistry and electrochemistry mechanisms for syngas electrochemical oxidation on Ni/YSZ anodes.
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Current efforts at UMD involving GRA Siddharth Patel are ongoing to put the MEA model into a down-the-channel model that includes hydrocarbon reforming chemistry and looks at the important issues of thermal transport and fuel depletion on SOFC performance.  To date all modeling results presented have been isothermal, and although the energy equation has been added to the model, it has not been used to date in the studies.  This down-the-channel model will provide a key link perhaps through creating look-up tables between the detailed modeling of the MEA’s to the higher-level system models for the SOFC within the context of a petroleum processing plant.
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Figure 4.  Simulation results of a through-the-MEA model for two Ni/YSZ anode-supported MEA’s with different anode support layer porosities (g.  Both cells are Ni/YSZ anode-supported cells with 1020 µm thick anodes, 10 µm thick YSZ electrolytes, and 50 µm-thick LSM/YSZ cathodes.  Operating conditions at 800 °C and for range of H2/CO feeds are at different conversion as indicated.

Task 3: System level analysis of integrated SOFC plants  

At this point UMD is not pursuing actively any activities on this Task other than the development of the down-the-channel SOFC model which may be used as part of the SOFC component model in the system level analysis.  The down-the-channel model, which is being realized in a Matlab environment.
4.
Difficulties Encountered/Overcome

The delays in fabrication of anode-supported cells (Task 1) have largely been overcome, and although there are some improvements to be made, the Ni/YSZ anode-supported cells are now working well.  The Cu/CeO2/YSZ and now Ni/CeO2/YSZ anode-supported cells now have a fabrication protocol and are being tested.  These fabrication protocols will allow for cells to be made at UMD and, if desired, at the Petroleum Institute, provided that the equipment is purchased by the Petroleum Institute. 

The development of the down-the-channel SOFC model was delayed due to the loss of a GRA.  The current student, Siddharth Patel, is now making rapid progress in collaboration with Jackson for completing this model functioning in the upcoming quarter.   

5.
Planned Project Activities for the Next Quarter

In the upcoming quarter, the following activities are expected for Tasks 1-3, and some discussions will begin concerning Task 4 as the next phase of this collaboration is being discussed.

Task 1:  Experimental study of SOFC MEA’s for hydrocarbons

· Test Cu/CeO2/YSZ and Ni/CeO2/YSZ anode-supported MEA’s for operation with H2, syngas and butane feeds at UMD

· Use experimental results to validate models for Cu/CeO2 anode models for Task 2 at UMD

Task 2: Numerical modeling for design of SOFC architectures 

· Complete development of hydrocarbon electrochemical models for CeO2 and study optimal anode architectures for hydrocarbons  with 1-D through-the-MEA models 

· Finish the down-the-channel model at UMD and pass this along to colleagues at PI to implement in their system level analysis in Task 3.

· Progress on the CFD modeling work at PI 

Task 3: System level analysis of integrated SOFC plants  

· Initiate the development of the steam reformer, carbon capture, and balance of plant models in Aspen or Hisys either at PI or UMD.  

Task 4: Identification of multi-university research team for SOFC’s in the petroleum industry.

· Nothing will be planned on this task until after Q5 or Q6.

Appendix A
Fabrication Protocol for Ni/YSZ-Anode Supported Cells

Updated December 2007

By Paul Jawlik and Greg Jackson

After substantial testing of various architectures and fabrication approaches for the Ni/YSZ anode-supported MEA’s, the following fabrication protocol has been identified as the currently preferred method for producing cells that can produce the highest power densities to date on this program.

Fabrication of Ni/YSZ Porous Anode Supports with NiO/YSZ Interlayers and Thin Electrolytes

The Ni/YSZ anode supports are fabricated using NiO, YSZ, and graphite powders.  NiO and YSZ powders are mixed with ethanol and ball milled for ~24 hrs.  Graphite pore former is then added followed by further ball milling for a minimum of 4 hrs.  The slurry is then dried and passed through a sieve.  The dried powder is then pressed for 5-10 min. at a pressure of 10 metric tons for a 3 cm diameter cell.  The cells are then placed in a furnace and heated to 900°C over the course of 500 min. to burn out the graphite.

To create the interlayer NiO and YSZ powders are mixed in isopropanol and sonicated for 5 to 10 min. (no added pore former).  Polyvinyl butyral (PVB) is then added to the suspension followed by further sonication lasting a minimum of 30 min.  The requisite amount of the suspension is drop-coated onto the surface of the cell and allowed to air dry.  The cell is then heated to 900°C in a similar manner as was previously mentioned.  This heating is performed to increase the strength of the cell and to ensure adhesion between the interlayer and the bulk of the cell.

For the thin electrolyte, YSZ is mixed in isopropanol and sonicated for 5 to 10 min.  PVB is then added to the suspension followed by further sonication lasting a half an hour.  The appropriate volume of the YSZ suspension is drop-coated onto the surface of the NiO/YSZ anode supports and allowed to dry in air.  The anode–dense electrolyte structure is then heated to 1450 ºC over a well-defined schedule (lasting 1.5 days) to densify the electrolyte.

Current Collection and Miscellaneous Preparation

A 1 mm silver wire is spot welded to a platinum mesh and attached to the cathode using platinum paste.  For the anode side, a 1 mm silver wire is spot welded to a nickel mesh and attached to the anode using nickel paste.  The cell is mounted to an alumina tube using ceramic paste.  A thermocouple is then attached to the cathode side of the cell also using a ceramic paste.  The tube assembly is placed inside a furnace and heated to temperature without exposure to hydrogen.  Once at the desired temperature (usually 800°C or 850°C) the anode is exposed to hydrogen gas for several hours to reduce the NiO.   

MEA Architecture:
Anode – 1 mm thick Ni/YSZ cermet with a dense ~20 micron Ni/YSZ interlayer 

Electrolyte – ~20 micron thick dense YSZ electrolyte

Cathode – ~20 micron thick LSM/YSZ composite

Anode Current Collector – 50 mesh nickel gauze with nickel paste attached to the outer 


anode surface

Cathode Current Collector – 50 mesh platinum gauze with platinum paste attached to


the outer surface of the cathode 

Appendix B


Justification and Background

SOFC power plants provide a unique opportunity to provide ultra-high efficiencies (> 64% electrical) while simultaneously separating CO2 emissions from N2 dilution for efficient CO2 sequestration.  While SOFC architectures/MEA’s have been developed for operating with small molecule fuels (H2, CO, and CH4), challenges remain to develop SOFC assemblies for higher hydrocarbon fuels although recent progress in SOFC design and materials has indicated the feasibility of such systems.  The UMD Team has been evaluating SOFC anodes for small hydrocarbon fuels, and their recent unpublished work on alternative ceria-based anodes show promise for stable operation with hydrocarbons.  

This work, combined with the development of detailed microstructure models and higher-level system models, will provide the basis for pursuing a combined experimental and multi-scale modeling effort that will explore the possibility of implementing new high-temperature solid oxide fuel cells in petroleum extraction. These models will aid in both high-efficiency power production and production of concentrated CO2 streams for enhancing oil recovery while sequestering CO2 emissions.  This collaborative work will allow the Petroleum Institute and UMD to become leaders in promoting SOFC technology to improve the operation of and reduce the environmental impact of oil recovery.


Approach

Four tasks identified for this project are presented here.

Task 1:  Experimental study of SOFC MEA’s for hydrocarbons

UMD has high-temperature single-cell rigs with electrochemical characterization tools, electronic flow controls, and data acquisition for studying SOFC MEA’s.  This project will expand these capabilities to study porous MEA architectures of ceria-based anodes for stable operation on C3-C5 gases.  Experiments will explore the role of metal doping of the ceria for improved electronic conductivity and activity for fuel breakdown to avoid carbon build-up. The experiments will include V-I measurements as well as impedance spectroscopy to validate models developed in Task 2, as well as post-testing microscopy and surface characterization to evaluate the durability of the SOFC anodes for the different fuels. After being established at UMD, these capabilities will be duplicated at the Petroleum Institute (PI) with the aid of UMD researchers such that faculty at the PI will also participate in this effort while providing PI students a chance to explore SOFC technology.  A UMD Graduate Student/Research Associate (RA) jointly supervised by the UMD and PI Teams will assemble the experimental facilities at PI by the end of the first year of the project.  This will permit, in the second year of this project, the PI Team to commence assessing the reproducibility of experimental measurements performed at UMD.  This will also provide PI students an opportunity to explore SOFC technology.  

Task 2: Numerical modeling for design of SOFC architectures

 Modeling of membrane electrode assemblies will explore optimal design of SOFC’s for hydrocarbon operation and high fuel conversion efficiency to provide optimal CO2 capturing by eliminating downstream combustion of unburned fuel.  This work will build on 1-D and 2-D detailed Matlab/Cantera-based models developed at UMD for SOFC MEA analysis.  New efforts will involve the development and validation of hydrocarbon kinetic models on preferred anode materials identified in Task 1. Depending upon the availability of a RA/Graduate Student which PI plans to recruit for the project (see Key Personnel), and computational hardware/software resources at PI, the PI Team may i) expand the parametric analysis space explored at UMD using Matlab/Cantera-based models provided by the UMD Team, and/or ii) investigate numerical modeling methodologies and software to explore the feasibility of implementing multi-physics models used in the UMD Team’s Matlab/Cantera models, into commercially-available computational fluid dynamics (CFD)-based software to improve the simulation of SOFC MEA’s having complex geometries.  
Task 3: System level analysis of integrated SOFC plants  

The economic and engineering viability of an integrated SOFC plant for CO2 sequestration and efficient power production will be investigated numerically by the UMD Team, and possibly the PI Team - if compatible with man-power, and computational hardware and software resources available at PI - within the context of petroleum production, using Matlab-based system level modeling tools developed at UMD and possibly other process analysis software to be identified for use at PI.  These tools will be used to explore overall balance of plant, adequacy of fuel supplies, and power requirements for CO2 capture.  If possible, this work will be done in consultation with ADNOC experts. 

Task 4: Identification of multi-university research team for SOFC’s in the petroleum industry. 

The UMD/PI team will spend a portion of his time developing a broader-base team for pushing this project further toward implementation. Potential partners may include the Colorado School of Mines and the Norwegian University of Science and Technology, with whom UMD has established collaborations in other research areas.  Industrial partners may also be considered.
Two-Year Schedule

Year 1:
· Begin experiments for identifying preferred material systems using ceria-based anodes for hydrocarbon SOFC operation.
· Perform post-testing material characterization for evaluation.
· Acquire equipment for assembly rig at the PI.
· Adopt Matlab SOFC models at UMD for hydrocarbon studies.
· Undertake CFD modeling at PI. 
Year 2:
· Perform experiments with preferred material systems for typical off-gas compositions (with varying team loadings).

· Validate models and perform SOFC design for both MEA microstructure and overall all fuel cell size. 

· Establish system level models at both institutions, and Identify preferred system configurations for overall balance of plant.
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1.
Objective/Abstract

The proposed two-year study will address the fundamental thermal performance issues associated with the use of thermal high-conductivity polymer materials, addressing their advantages and limitations and defining the heat exchanger configurations that optimize the unique characteristics of high conductivity polymer materials.

To achieve optimum thermal performance, a clear understanding of the thermal engineering characteristics of fiber-enhanced polymer tubes/channels and the fundamental thermo-fluid predictive relations that underpin heat exchange in such configurations will be developed.

Successful completion of this effort will provide fundamental thermofluid modeling relations for thermally enhanced polymer tubes and channels; it will also provide the basis for determining the environmental, weight, and cost advantages resulting from future applications of this technology to seawater heat exchangers for shipboard heat exchangers and for the petroleum and power industries.

2.
Deliverables 

· Continue thermal-fluidic analysis of shell and tube heat exchanger design, literature review of the design of shell and tube heat exchangers, and comparison of shell and tube heat exchanger coefficient of performance with that of double-finned counterflow heat exchanger.

· Conduct energy content analysis of thermally conductive polymer formation and fabrication work, and develop appropriate metrics to compare it with that of conventional metals used for heat exchangers.

· Optimize heat exchanger design in terms of weight and cost savings over conventional designs, via a parametric analysis of the metrics developed in the previous task.

· Assess the impact of molding thermally conductive thermoplastics on the thermal and mechanical characteristics of plate heat exchangers, by simulating the injection molding process in Moldflow. Simulation analysis will:

· Evaluate the geometrical limitations in the injection molding process inherent in thermally conductive thermoplastics. 

· Design an optimized runner and gate system to both avoid the occurrence of weld lines that could compromise the structural stability of the system and to ensure that the mold is filled completely.

· Investigate the alignment of fibers in order to achieve the highest thermal conductivity in the plane in which conduction occurs.

· Assess the effects of shrinkage and warpage on the final product. 

· Characterize the thermal conductivity of the polymer nano-composite materials developed so far.

· Construct laboratory-scale test apparatus for thermal characterization of polymer heat exchanger “building block” tube/channels, and characterize thermal performance using the apparatus developed.

3.
Summary of Project Activities for the Completed Quarter

· Continue thermal-fluidic analysis of shell and tube heat exchanger design, literature review of the design of shell and tube heat exchangers, and comparison of shell and tube heat exchanger coefficient of performance with that of doubly-finned counterflow heat exchanger:

· Identified key functional differences between heat exchanger designs, with sample comparisons illustrated in Table 1.

Table 1.  Heat Exchanger Comparison.
	
	Plate HX
	Shell-and-tube HX

	Approach ΔT
	~1ºC
	~5ºC

	Hold up Volume
	Low
	High

	Normalized Heat Transfer
	~3-5
	1

	Normalized Volume
	1
	~2-5

	Thermal Performance Modification
	Easy
	Difficult

	Maximum Operating Temperature
	Low
	High

	Maximum Operating Pressure
	Low
	High


· Developed coefficient of performance comparisons for both a standard water/water heat exchanger, and for actual conditions at coastal petroleum refineries and gas liquefaction plants, using seawater and methane as heat exchanger fluids (see Figure 1).
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	(a) Water/Water: u1=u2=0.5 m/s for PHX, shell-and-tube u1 and u2 set to match flow rate of plate heat exchanger.
	(b) Seawater/Methane: u1=10 m/s, u2=0.5 m/s for PHX, shell-and-tube u1 and u2 set to match flow rate of plate heat exchanger.

	Figure 1.  Coefficient of performance as a function of heat exchanger geometric parameters (t = 1 mm) and thermal conductivity compared for plate (PHX) and shell-and-tube (ST) heat exchangers.


· Conduct energy content analysis of thermally conductive polymer formation and fabrication work, and develop appropriate metrics to compare it with that of conventional metals used for heat exchangers:

· Energy content values determined for carbon fiber and various polymers, as well as for conventional heat exchanger materials.
· Nielsen equation used to determine thermal conductivity as a function of filler concentration, which was used to determine the energy content of thermally conductive polymers of various conductivities.
· Developed new metric, the “total coefficient of performance,” or COPT, which incorporates the energy required to manufacture a heat exchanger along with the pumping power expended over the lifetime of the heat exchanger, and used this metric to compare HX fabricated of conventional materials to HX fabricated of thermally conductive polymers (see Figure 2).
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	Figure 2. Total coefficient of performance comparison (t=1mm) as a function of heat exchanger design and material.  Plate Heat Exchanger (PHX), u1=10m/s, u2=0.5 m/s, compared to Shell-and-Tube Heat Exchanger (ST), u1 and u2 set to match plate heat exchanger flow rate.


· Optimize heat exchanger design in terms of weight and cost savings over conventional designs, via a parametric analysis of the metrics developed in the previous task:

· For plate heat exchanger, fin height and fin spacing optimized for total COP.  Fin thickness optimized for least material design using Kern & Kraus relation, though must be refined.
· For shell-and-tube heat exchanger, shell diameter and tube pitch were optimized.
· Total COP was also investigated for the shell-and-tube heat exchanger with the shell material. The shell thickness was optimized for least material design using the hoop stress equation.
· Based on the analysis undertaken in the previous tasks, the following two publications are under preparation:

·  “Application of Thermally Conductive Thermoplastics to Seawater-Cooled Liquid-Liquid Heat Exchangers,” a paper submitted for review and presentation at the Fifth European Thermal-Sciences Conference, May 18-22, 2008, Eindhoven, The Netherlands.

· “Energy Efficient Polymers for Gas-Liquid Heat Exchangers” abstract accepted, with paper to be submitted for review and presentation at the ASME 2nd International Conference on Energy Sustainability, August 10-14, 2008, Jacksonville, FL, USA.

· Assess the impact of molding thermally conductive thermoplastics on the thermal and mechanical characteristics of plate heat exchangers, by simulating the injection molding process in Moldflow:

· A comprehensive parametric analysis is currently underway to study the effects of nine chosen variables on part filling, warpage, and strength of a finned plate.  The finned plate was chosen as an example of a heat exchanger module that could be mass-produced.  The variables are:

· Fin thickness

· Fin height

· Fin spacing

· Plate length

· Plate width

· Plate thickness

· Melt temperature

· Injection pressure

· Filler concentration

· The motivation for the parametric analysis arose from the need to obtain cost correction factors to account for limited filling ability, excessive warpage, and limited strength of a part molded with thermally conductive polymers.  With this in mind, the overall cost of a heat exchanger was written as:

	
[image: image101.png]Cost = Cp x Pp(X.F)x it + oo Co(X.Y.M)+Cy x —Lowai_, V(X)x i

QWX.FY) ——— O(X.FY) =

X = Geometrical Parameters (Z, I hf, [ S)
F =Flow parameters (v, 7, 1, p. Pr)

M = Molding parameters (injection pressure, melt and mold temperatures, gate size and tpe)
Y = Filler Parameters (npe, concentration)
P, =Pumping power

Q = Heat transfer rate

M = HX use time (operating tine)

C, = Cost of power

C, = Cost of component

V =Volume per plate.

Note: Items designated with “~" are constants.






where the component cost, Cc, could be modified with three indicated correction factors.

The approaches to model material properties of a thermally conductive material were reviewed with the major findings found to be:

· The shear-temperature dependence of the viscosity must be defined using a model that also accounts for the filler content given that these are highly filled materials.
· The density changes with pressure/temperature must be corrected for the presence of the filler by using a rule of mixtures found in the literature.
· Similarly, the melt thermal conductivity can be calculated using a common rule of mixtures suggested by Knappe Error! Reference source not found.. 

· The filler properties can be defined using previous morphological analysis of a thermally conductive resin found in the literature.

· Characterize the thermal conductivity of the polymer nano-composite materials developed so far:

·  Test specimens of polycarbonate-graphene composites with graphene loading between 0.5 to 3 wt.% have been processed via extrusion followed by hot pressing the composite samples into 0.5'' disks for thermal conductivity measurement.  Standard dogbone samples have also been made for mechanical testing.  Due to the high surface area of the graphene sheets and the limited power of the microcompounder used for processing the samples, difficulties were encountered in processing samples with high graphene loading (4-10 wt.%).  These samples were processed by directly hot pressing them into the required specimen dimensions.
· Test samples of polyphenylene sulfide-graphene composites with graphene loading 1 to 20 wt.% are currently being processed at Case Western Reserve University to make test specimens for thermal conductivity and mechanical properties testing. 
· Construct laboratory-scale test apparatus for thermal characterization of polymer heat exchanger “building block” tube/channels, and characterize thermal performance using the apparatus developed:

· Design is currently underway of a test apparatus that will be used to characterize the thermal performance of a liquid-gas heat exchanger module. 
4.
Difficulties Encountered/Overcome

· Consistent thermofluid properties for natural gas were not found to be available.  Instead, properties of methane are used, which comprises 70-95% of natural gas, depending on the particular mixture.

5.
Planned Project Activities for the Next Quarter
· Investigate gas-side heat transfer enhancements to bring the heat transfer coefficient up to the level of the seawater-side value.

· Assess the validity of the one-dimensional conduction model used thus far in heat exchanger analysis.

· Investigate parameter selection to better mimic heat exchangers in use at ADGAS.  Specifically, determine appropriate flow rates, minimum heat transfer requirements, and available pressure drops.

· Complete parametric analysis of part filling, warpage, and strength using Moldflow and Ansys simulation results. 

· Develop response surface models for part filling, warpage, and strength based on the parametric analysis, which will be used to study the effects of critical variables on the overall cost of the heat exchanger.

· Prepare a comprehensive review paper of polymer heat exchangers. 

· Design, build, and test a small-scale mold sample for experimental validation of filling prediction by Moldflow of thermally conductive plastic parts.

· Design, build, and test a small-scale mold for experimental validation of warpage prediction by Moldflow software.

· Conclude designing and build a laboratory-scale test apparatus of a liquid-gas heat exchanger module.

Appendix


Justification and Background

High thermal-conductivity polymer heat exchangers could play an important role in seawater-based cooling systems for the power industry, naval applications, and coastal petroleum refineries. Such advanced heat exchangers could facilitate the more direct use of seawater in these applications, while providing reduced weight, greater resistance to corrosion and fouling, reduced energy consumption, and greater geometric flexibility and ease of manufacturing, relative to the technology in use today.

While conventional metal heat exchangers are generally incapable of providing reliable long-term service with salt water (and other corrosive fluids), to date the cost, complexity, and the restricted availability of exotic corrosion-resistant materials have limited the design and application of seawater heat exchangers.  

Compact, high performance heat exchangers fabricated of high thermal-conductivity polymers offer a promising alternative to these exotic materials in refineries and power plants located along the coast, where seawater is the primary coolant.


Approach

1.
Review the available compact liquid-liquid heat exchanger concepts, e.g., shell-in-tube and plate-coil, and identify their strengths and weaknesses.

2.
Define the relevant heat exchange metrics, e.g., kW/m3 and COP (kW heat/kW pumping), and rank the concepts by these metrics.

3.
Review and tabulate the thermal, chemical, and mechanical properties of thermally enhanced polymer materials suitable for use in liquid-to-liquid heat exchangers.  

4.
Apply the selected metrics to conventional polymer and thermally enhanced polymer heat exchangers, and re-rank the heat exchanger concepts.

5.
Develop new polymer nanocomposite materials and compare their thermal, chemical, and mechanical properties to the best-known thermally enhanced polymeric materials.

6.
Select the most promising polymer materials and configuration(s) for seawater heat exchange and determine the theoretical performance limits for these configurations/materials.

7.
Fabricate and test polymer tube/channel heat exchanger “building blocks” to determine the pressure drop and heat transfer coefficients achievable. 

8.
Correlate baseline thermofluid data for “building block” tube/channels and compare to theoretical predictions. 

9.
Develop a test loop for testing of pilot scale polymer heat exchangers, representative of industrial applications. 

10.
Develop recommendations for seawater-cooled, thermally enhanced polymer heat exchangers for specific applications, such as in the power industries, refineries, and aboard ships.

Two-Year Schedule

Year 1: 

· Conduct literature review on: (i) the strengths and weaknesses of various commercially available heat exchanger designs and (ii) current usage of polymer heat exchangers. 

· Assess the thermal, chemical, and mechanical properties of thermally-enhanced polymer materials suitable for use in liquid-to-liquid heat exchangers. 

· Assess theoretical performance limit of polymer candidate materials and configuration(s). 

· Construct laboratory-scale test apparatus for thermal characterization of polymer heat exchanger “building block” tube/channels. 

· Fabricate polymer nanocomposite materials suitable for polymer heat exchangers. 

· Characterize thermal properties of polymer “building block” tube/channel heat exchanger test vehicles. 

· Correlate baseline thermofluid data for “building block” tube/channel with theoretical predictions. 

Year 2: 

· Construct a test loop for thermal characterization of pilot scale polymer heat exchangers representative of industrial applications. 

· Characterize thermal properties of pilot-scale polymer heat exchangers. 

· Recommend seawater-cooled, thermally enhanced polymer heat exchangers for specific applications. 
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	An EHD-Enhanced Gas-Liquid Separator
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Report Date:  January 31, 2008


1.
Objective/Abstract

To study hybrid inertia-EHD gas-liquid separation phenomena for electrically conductive and nonconductive liquid particles suspended in a moving gaseous medium. This is useful in a variety of applications, including petrochemical and process industries, refrigeration and cryogenics, and micron/sub micron air filtration and clean room applications.

2.
Deliverables 

· Numerical modeling to verify applied voltage, fluid properties and separator geometry’s effects on air-water separation efficiency
· Air-water separation test setup prototype to be tested at PI for visualization study
3.
Summary of Project Activities for the Completed Quarter

· Numerical Modeling
The main focus of the last period was the development of a numerical model to understand the EHD separation process. The Fluent platform was used for the numerical modeling. This numerical modeling will help us to understand the following parameters that affect the separation process: 

1. Particle size

2. Applied EHD force (voltage of discharge electrode)

3. Fluid flow rate

4. Fluid temperature

5. Separator geometry

The geometry used in this study was wire-cylinder separator. The wire and cylinder diameters are 0.08 and 50 mm, respectively. Since symmetry conditions can be assumed, only half of the geometry was meshed. Regarding the particle injection, a Matlab custom code was written to generate a uniform particle injection through the separator inlet, as shown in Figure 1. To avoid any dependency of separation efficiency on particle number, the number of particles injected was inspected and increased to find the optimum value.
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Figure 1. Uniform particles injection

Before proceeding into generating results, the analytical and numerical models were compared against each other to make sure that they were in agreement. For example, Figures 2 and 3 show the electric potential and charge density, respectively, for both analytical and numerical models.


[image: image103]
Figure 2. Comparison in electric potential between analytical and numerical models
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Figure 3. Comparison in charge density between analytical and numerical models

Preliminary test results focused on finding out the effects of applied voltage, flow velocity and temperature on the charging and collecting particles of different diameters. The range of diameters studied was 0.01 to 10.0 micron-meters. Figures 4, 5, 6 and 7 show the effect of applied voltage, flow velocity, temperature and separator length, respectively.


[image: image105]
Figure 4. Effect of applied voltage on separation efficiency
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Figure 5. Effect of flow velocity on separation efficiency
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Figure 6. Effect of flow temperature on separation efficiency
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Figure 7. Effect of separator length on separation efficiency

Based on these results, it can be concluded that

1. For all studies, the efficiency decreases from 0.01 to 0.5 micron-meters and then increases from 0.05 to 10.0 micron-meters. The reason behind this behavior is that the EHD mechanism charges particles through diffusion and field charging. Since diffusion charging is more dominant for small particles, it decreases as particle size increases. On the other hand, field charging is more dominant on big particles, so it increases as the particle size increases. When diffusion and field charging are combined, the total is higher at both ends, while it is lower in the middle.

2. As voltage is increased, separation efficiency increases too. 

3. As the flow velocity is increased, the efficiency decreases because there is less time available for charged particles to travel to the collector electrode and get collected.

4. For small particles (less than 0.5 micron), as the flow temperature decreases, the efficiency decreases too. 

5. The temperature effect appears only on small particles because the temperature term appears only in the diffusion charging part, which is dominant for small particles.

6. There is no significant effect of temperature on big particles.

7. Increasing the length of the separator means increasing the collection area. The efficiency increases because there is more time for charged particles to travel to the collector electrode.

4.
Difficulties Encountered/Overcome

Some challenges in the design of gas-and-conductive liquid separator can be identified as: 
· Prevention of charge leakages and/or shortages due to the conductive nature of fluid
· Power supply design and control mechanisms
5.
Planned Project Activities for the Next Quarter

· Write a paper highlighting the numerical results

· Conduct air-oil separation tests using the Aerodynamic Particle Sizer

· Design first generation air-water separator

· Start building test loop

Appendix



Justification and Background

Separation comprises a significant part of the oil and natural gas production process.  In many stages of this process, electrostatic separation significantly increases the efficiency and often decreases the cost of production. Most of the oil producers, including ADNOC, operate where the climate is hot and therefore use refrigeration and air-conditioning equipment.  The efficiency and reliability of this equipment appreciably suffers due to mal-distribution of lubricant oil in the system. Electrostatic separation can correct this mal-distribution and improve the efficiency of this refrigeration and air-conditioning equipment.   Similarly, vapor compression equipment with lubricant circulation is also used in oil refinery processes. This circulation can be significantly improved using EHD separators to increase heat-pumping efficiency. UMD has already developed a working prototype for gas-and-non-conductive droplet separation. However, the fundamentals of this separation mechanism must be better understood to enable optimization of the working design. There is also a need to explore the feasibility of separation of gas-and-conductive liquid mixtures, which poses additional challenges.  

Conventional gas/liquid separators are based on inertial and gravitational forces. They have poor efficiency when separating micron-size particles in the flow due to low gravitational and inertial forces acting on small particles. In contrast, electro-hydrodynamic (EHD) forces strongly affect particles of such size. The combination of a conventional separator with EHD allows us to create the most effective and lowest pressure-drop particle separator, with potential applications to separation of electrically conductive and non-conductive liquid particles. The separation of electrically conductive particles like water-air mixtures (fog) imposes significant design constraints on separator electrode design and high-voltage power supply selection. 



Approach

Detailed analysis and identification of the phenomena and the design challenges involved in effective implementation of the mechanism. Parametric study of existing and improved separators. Design iterations, including numerical flow and field simulations, fabrication, and testing. Creation of database and engineering design correlations.


Two-Year Schedule

Year 1: 

· Conduct literature review to study current technologies for separation of solid or liquid particles from gas flows by electrostatic and electro-hydrodynamic (EHD) forces. 

· Evaluate existing technologies and assess their applicability to flow separation of gas-and-liquid-droplet mixtures.  

· Evaluate and optimize current designs of UMD EHD separators for non-conductive liquid particles in gas flow. 

· Design and fabricate a two-phase gas-liquid droplet separator capable of operating with conductive fluids. Conduct a parametric study of separators for different conductive fluids, concentrations, and gas flow rates. 

Year 2: 

· Continue optimization and numerical study of hybrid gas-and-non-conductive liquid droplet separator. Continue parametric experimental study of gas-and conductive separator. 

· Design iterations and implementation. 

· Experiment on different designs. 

· Present the best design to ADNOC group of companies.

· Develop design correlation.  

· Prepare report. 
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	Force-Fed Cooling of Photovoltaic Arrays for High-Efficiency

Solar Energy Conversion Systems
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1.
Objective/Abstract

The proposed project will create, based on a survey of available literature, a database on the available cooling techniques for high heat flux solar concentrator arrays necessary for efficient conversion of solar energy to electric power. The typical cooling load necessary for optimum radiation concentration and optimum photovoltaic conversion efficiency will be identified, and a novel force-fed cooling technique that has been developed at UMD will be applied to contain this cooling load. An experimental prototype and associated setup will be designed and fabricated to verify the feasibility of this concept and the capacity for cooling by this technique. Based on these experimental results, the radiation concentration levels acceptable to this cooling capacity will be redefined. The type of fluid and its flow rate, the temperature of the surface where solar radiation is incident, and the uniformity of temperature on this active area are the main issues that will be addressed in this proposed project. The scalability of this technique for uniform cooling of industry-scale extended area panels will be a guiding parameter for the design and development of the heat exchanger prototype proposed here.

2.
Deliverables Scheduled for the Completed Quarter

· Literature survey:

The literature survey in previous quarter was extended further to include following subjects:

· Microscale heat transfer phenomenon

· Heat transfer in manifold

· Optimization of manifold and microchannel

· Microfabrication of microchannel

· Design and fabrication of heater
· Mask layout and silicon wafer: 

Mask layouts for microchannel, manifold, heater, and inlet and outlet holes have been designed and ordered. The silicon wafers for the manifold and microchannels have also been bought.
· Simulation of microchannels: 

Based on the literature survey, the microchannel and manifold was designed. Then, as a modeling tool, Fluent® CFD solver was used to model the designed configuration. The goals of this numerical study were to obtain a better understanding of the manifold flow distributor on microchannel surfaces and optimization of the geometry of these surfaces and their flow distributor system.

· Microfabrication: 

Microfabrication of the following components was completed:

· Microfabrication of channel

· Microfabrication of manifold

· Microfabrication of inlet and outlet holes

· Microfabrication of heater

3.
Summary of Project Activities for the Completed Quarter

· Literature review:

· Microscale heat transfer phenomenon

· Heat transfer in manifold

· Optimization of manifold and microchannel

· Microfabrication of microchannel

The main goal of literature survey was to find the behavior of the flow in the flow distributor manifold and microchannels. The optimized designs for manifold dimensions in terms of inlet and outlet wall thickness, number of manifolds per centimeter, and channel dimensions in terms of channel width, channel height, fin width and number of fins per centimeter were also studied. Another subject of the literature survey was microfabrication tools, procedures and steps.  In addition, for the heater design and fabrication a survey was conducted on heater material, heater design steps, heater fabrication, and heater design calculations. Based on this literature survey four different designs for the channel and two different designs for the manifolds were selected to be fabricated and tested. Selected dimension for the channels are as following:

Channel width: 20, 40, 60, 80 um

Fin width: 20, 40, 60, 80 um

Channel depth: 200 um

Channel aspect ratio: 10, 5, 3.33, and 2.5

Number of channel per centimeter: 250, 125, 83, and62

Selected dimensions for the manifolds are as following:

Manifold inlet: 240 um

Manifold outlet: 240, 120 um

Number of manifold per centimeter: 25

Manifold depth: 500 um

· Mask layout and silicon wafer: 

Four mylar mask layouts for the microchannels, manifold, heater, and holes have been designed and ordered for microfabrication processes.
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	Figure 1. Microchannels mask layout.
	Figure 2. Microchannels mask layout.
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	Figure 3. Manifold mask layout.
	Figure 4. Heater mask layout.


· Simulation of microchannel cooling:

In this part the main focus was on optimization of the microchannel structure operating in a single-phase mode. One quarter of the microchannel structure element and manifold was modeled as a 3D computational domain in Fluent® CFD solver to reduce the computation time. A constant heat flux of 100 W/cm2 was imposed as the boundary condition. Water at 300 K inlet temperature was used as the working fluid. The microchannel fabricated out of silicon with 250 channel/cm and a channel aspect ratio of 10.0 and another microchannel with 62 channel/cm and a channel aspect ratio of 2.5 were modeled as a base for the study. In both designs the number of manifolds per centimeter was equal to 25 but for two different designs, in which inlet equaled outlet and where inlet equaled twice the outlet. The major evaluating parameters were the base temperature and the required pumping power to maintain such heat removal.

The geometry of the microchannel surface used in the simulation was similar to the surface, ,which is fabricated in Fablab. The 20(m channel width and 200 (m channel depth in the two first cases and 80(m channel width and 200 (m channel depth in last two cases were simulated in this model. In this simulation the fin thickness was equal to channel thickness. 

Figure 1 presents the numerical results of the flow velocities in the computational domain for the channel with width of 20 (m and where inlet flow distributor equaled the outlet (inlet and outlet wall thickness were 240 (m and the disruptor wall thickness was 160 (m). The maximum coolant velocity in this jet was 2.15 m/s. As it seems from Figure 2, fluid in the areas with low velocity heated up. The average base temperature was 305 K. The required pumping power to cool the plate of 100 W/cm2 was 1.75 W. The nominal area heat transfer coefficient was calculated by dividing the heat flux through the base area by the temperature difference between the average base surface temperature and the average of inlet and outlet fluid temperatures. The calculated nominal area heat transfer coefficient for the first geometry was 239808 W/m2K.      
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Figure 5.  Velocity distribution in the fluid domain for the first design with channel width of 20 (m and equal inlet and outlet.
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Figure 6.  Temperature distribution in fluid domain for first design with channel width of 20 (m and equal inlet and outlet.
Figures 7 and 8 present the fluid velocity and temperature distribution in the fluid and the microchannel comprised from the same microgroove surface, but here the inlet feeder thickness was twice the outlet in the flow distributor. To keep the number of manifolds per centimeter constant in this modeling the wall thickness of the distributor increased to 220 (m and outlet decreased to 120 (m. The boundary conditions were kept similar in these geometries. Such increase in wall thickness resulted in an increase of maximum flow velocity to 2.24 m/s and decrease in nominal area heat transfer coefficient to 229621 W/m2K. As a result, the average wall temperature increased to 305.5 K, while the required pumping power decreased to 1.23 W. 
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Figure 7. Velocity distribution in the fluid domain for first design with channel width of 20 (m and inlet twice outlet.
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Figure 8. Temperature distribution in fluid domain for first design with channel width of 20 (m and inlet twice the outlet.

Decreasing of the aspect ratio of the microchannel from 10 to 2.5 for constant channel depth was studied next, as depicted in Figures 9 and 10. This study was done for the case where thickness of the inlet flow distributor equaled the thickness of the outlet flow distributor (inlet and outlet wall thickness were 240 um and the disruptor wall thickness was 160 (m). Decreasing the channel aspect ratio for similar boundary conditions positively affected the flow configuration and velocities. This resulted in increased velocity of 3.84 m/s and in a 1.7 degree increase in base temperature compared to the microchannel with width of 20 (m. But it also increased required pumping power to 3.89 W.
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Figure 9. Velocity distribution in the fluid domain for first design with channel width of 80 (m and inlet equals outlet.
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Figure 10. Temperature distribution in fluid domain for first design with channel width of 80 (m and inlet equals the outlet.
The same comparison was done for this channel in Figures 11 and 12 but with inlet wall thickness twice the outlet wall thickness. Here again, to keep the number of manifold per centimeter constant the distributor wall thickness increased to 220 (m and outlet wall thickness decreased to 120 (m. This increase in wall thickness and decrease in outlet resulted in an increase of maximum flow velocity to 4.06 m/s and a reduction in nominal area heat transfer coefficient to 145349 W/m2K. As a result, the average wall temperature increased to 307.75 K, while the required pumping power decreased to 2.37 W.
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Figure 11.  Velocity distribution in the fluid domain for first design with channel width of 80 (m and inlet twice the outlet.
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Figure 12. Temperature distribution in fluid domain for first design with channel width of 80 (m and inlet twice the outlet.

In this study, numerical modeling of the microchannel with flow distributor was developed for single-phase operating conditions. Testing of several configurations was performed to optimize the structure and operating conditions. Water was used as a working fluid and silicon was the microchannel material. 

Table 1 summarizes the results of the current computational analysis. In all of the configurations the number of manifolds per centimeter was 25. In the first and third designs the inlet and outlet were equal to 240 (m but in the second and fourth designs the inlet was twice the outlet, for which the manifold wall was thickened. Moreover, the first and second designs were for channels with an aspect ratio of 10; the third and fourth designs were for channels with an aspect ratio of 2.5. From a comparison of the first and second design we concluded that for design where the inlet is greater than the outlet, maximum flow velocity increased and pressure loss in the manifold decreased so the pumping power decreased too. However the nominal heat transfer coefficient decreased and the base temperature increased. For high aspect ratio channels with a high number of channels per centimeter, it seems that although having the inlet bigger than outlet decreases the heat transfer coefficient but decreases in pumping power are more effective and the increase in base temperature is not significant.

Configurations 3 and 4 were developed for the purpose of reducing aspect ratio while keeping the heat transfer parameters at the desired level. The geometry of the manifold used in those iterations is similar to that in the first and second designs, but the aspect ratio was reduced to 2.5 resulting in a reduction of the number of channels per centimeter from 250 to 62. As a result, it can be concluded that for lower aspect ratios, if inlet is greater than outlet, base temperature increases drastically and heat transfer coefficient decreases. Although required pumping power decreases, it is better to have the inlet equal the outlet in this design.
The changes in geometry of the microgrooved surface and the feed channel explored in this study indicate uniform and higher heat transfer occurs for higher numbers of channels per centimeter, and that inlets bigger than outlets can decrease required pumping power. 

Table 1. Effect of change in computational element geometry on heat transfer and required pumping power at constant heat flux of 100 W/cm2
	Parameters

	
	1
	2
	3
	4

	Inputs
	Channel depth, ((m)
	200
	200
	200
	200

	
	Channel width, ((m)
	20
	20
	80
	80

	
	Inlet width,  ((m)
	240
	240
	240
	240

	
	Outlet width, ((m)
	240
	120
	240
	120

	
	Inlet pressure, (kPa)
	10
	10
	10
	10

	Results
	Base Temperature (K)
	305
	305.46
	306.7
	307.75

	
	Heat transfer coefficient, (W/m2K)
	239808
	229621
	163934
	145348

	
	Maximum flow velocity (m/s)
	2.15
	2.24
	3.84
	4.06

	
	Pumping power (W)
	1.75
	1.23
	3.89
	2.37


· Microfabrication:

· Microfabrication of channel

· Microfabrication of manifold

· Microfabrication of inlet and outlet holes

· Microfabrication of heater

Microfabrication, which consists of technologies to fabricate micrometer-sized components, is needed for the microchannels of this project. We have completed the fabrication manifold, inlet and outlet holes, microchannels, and heater. All steps of a typical microfabrication process have been taken, namely of photolithography, UV exposure, and resist development, wet etching, deep reactive ion etching, and cleaning. 

In first step the fabrication on 1 mm-thick silicon wafer for the manifold and inlet holes was produced such that the first inlet and outlet holes were fabricated and then the manifolds on the backside of the wafer were fabricated. Etching of parallel microchannels can be achieved with a chemical etching method such as wet etching or dry etching. In this work the Deep Reactive Ion Etching (DRIE) technique was used for both microchannels and manifolds. A standard Bosch process was implemented using an inductively coupled plasma (ICP) etcher in which RF-induced plasma accelerates the free ions, causing chemical reaction and bombardment of the surfaces to be etched. The Bosch process includes three steps which are repeated throughout the etching cycles. The first step is isotropic etching of the exposed area in the silicon wafer using SF6. A fluorinated polymer is subsequently deposited on both the trench sidewalls and bottom walls using C4F8. In the third step, SF6 is used to etch the polymer ansiotropically as it etches the bottom faster than the sidewalls. In the subsequent step, the sidewall is effectively protected by the polymer so that silicon etching occurs only at the bottom of the trench. In this work on the manifold wafer the DRIE was done for  nearly 10 hours to achieve 500 um manifold depth and 500  um inlet and outlet holes.

The second step was the fabrication of the microchannel and heater. For this process, first the heater was fabricated out of platinum in a serpentine shape with the lift-off process on the front side of a .5 mm-thick silicon wafer. The microchannels were then fabricated on the back side of the wafer. In this design the deep reactive ion etching took about 5 hours for the microchannels.

In Figure 13 the fabricated manifold is shown; in Figure 14 the inlet and outlet holes are shown; in Figure 15 the channels are shown; and in Figure 16 the heater is shown.
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	Figure 13. Microfabricated manifold on 1 mm-thick silicon wafer front side.
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	Figure 14. Microfabricated inlet and outlet holes on 1 mm-thick silicon wafer backside.
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	Figure 15. Microfabricated heater on 0.5 mm-thick silicon wafer front side.
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	Figure 16.  Microfabricated channels on 0.5 mm-thick silicon wafer back side.


4.
Difficulties Encountered/Overcome

· Lack of literature about the optimum optimization in manifold and microchannel designs
· Lack of literature about fabrication of heater.
· Lack of facility to align front and back side of the wafer.

· Lack of facility to measure the depth of manifold.
5.
Planned Project Activities for the Next Quarter

· Prepare the first draft of a journal paper based on the literature reviewed. 

· Continue with microfabrication of the channels and manifolds.

· Develop an appropriate packaging technique.
· Design the experimental test loop.

· Run the experimental setup and produce data.
Appendix


Justification and Background

The abundance of solar energy in Middle Eastern countries provides significant opportunity for development of eco-friendly power generation technologies essential in the modern world. Several decades of research have produced significant knowledge and innovations in design of economically viable, silicon-based photovoltaic (PV) panels and mirrors for concentration of solar radiation and its conversion to electric power. One of the outstanding challenges in this field is the active and uniform cooling of these large-area, high heat flux solar concentrator arrays, because the conversion efficiency is heavily dependent on device temperatures and drops significantly with an increase in temperature. If an appropriate cooling technique is possible, these solar panels will become more effective and commercially viable, which could pave the way for a rapid transition of the current power generation industry towards eco-friendly alternatives for local use, increasing currently available export resources and also creating a base for future energy export technologies.

Among several techniques enabling the use of solar energy, solar photovoltaics exhibit significant potential for economic and eco-friendly process for power generation industry. After five decades of research and development, photovoltaic energy production is growing exponentially across global markets. Northern Europe and Japan currently lead in the research and commercialization of PV technology. Solar panels on the facades and roofs of commercial and residential buildings are common pictures in these countries, where solar energy is used in every aspect of utilities, including heating, cooling and lighting needs. Most of those countries have climates with high cloudiness and low intensity direct sunlight, limiting the energy conversion effect. The static PV arrays that work well with dispersed sun light have already been developed. These cells are used in the static arrays and are simple silicon-based cells with poor conversion efficiency. 

Progress has been made on decreasing the cost and consumption of solar array material by using thin film PV cells. Daytime tracking of the sun by sensor-enabled drives offers significant benefit in increasing solar array effectiveness. Also, in the recent decade, works have been published on the concentration of solar radiation by parabolic mirrors and lens structures onto smaller sized solar panels, which greatly reduce the cost and increase conversion efficiency by increasing specific power. The US Department of Energy has recently reported exceeding 40% efficiency level with concentrated arrays compared to 8.5% for static arrays. The efficiency of the array increases with the level of concentration if array temperature is kept at a low constant value. The same low array cost compared to the total system cost will allow updating to current technology. The radiation concentration up to 80,000 times is theoretically possible but currently just 400 to 500 times is feasible due to high heat dissipation requirement on the PV concentrator arrays.

Approach

UMD-side participation

1. Conduct extensive literature survey on PV radiation concentrators. Summarize available cooling technologies for these arrays with notes on their cost, size and other scalability issues.

2. Evaluate cooling loads, taking into account recent advances in radiation concentration technologies and conversion efficiencies.

3. Develop a force-fed heat exchanger prototype capable of rejection of this expected heat flux. Explore the possibility of MEMS fabrication techniques for creating micro-grooves integrated with solar panels. Also identify possible fluid choices and pumps to meet the demand.

4. Conduct experimental study on force-fed-based single- phase processes to determine cooling capacity.

5. Based on outcome of experiments, design, fabricate, and test a complete PV converter and cooler package in the field.

6. Make recommendations for a radiation concentration that is commensurate with this thermal management technique.

PI-side participation

1. Provide information and symbiotic assistance to the UMD team regarding current concentrator designs, available cooling techniques and expected heat loads.

2. Prepare a solar concentrator to be packaged with UMD-made heat exchanger for final testing.

3. Corroborate UMD testing of the concentrator and cooling element in UAE desert conditions

4. Provide contributions to the preparation of final project report and recommendations.

Two-Year Schedule

UMD-side participation

Year 1

· Literature review and summary

· Design of force-fed cooler for PV array

· Fabrication of experimental prototype and experimental loop

Year 2 

· Finalized experimental setup
· Experimental results
· Recommendations for optimized PV converters with respect to developed cooling capacity

· Final report

PI-side participation

Year 1

· Input on literature review and summary
· Discussion and assistance in design of test prototype
· Concentrator design
Year 2

· Discussion and assistance in experimentation
· Concentrator fabrication or participation in fabrication
· Testing of concentrator and cooling system in UAE conditions

· Input on final report and recommendation
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1.
Objective/Abstract

The proposed two-year study will investigate, by different experimental techniques, the fundamentals of the two-phase condensing flow phenomenon in a sub-millimeter microchannel. In order to understand the mechanism of the flow, local measurements of heat flux, temperature and flow velocities are necessary. The present project intends to use an optimum flow-visualization technique to measure heat flux distribution and local fluid- and vapor-phase velocities, respectively.

2.
Deliverables Scheduled for the Completed Quarter 
· Completed parametric testing of condensation in microchannels with R-134a.
· Completed repeating testing of condensation in microchannels with R245fa.
· Conducted flow visualization in microchannel with several high-speed cameras.
· Designed a visualization microchannel condenser for PI.
3.
Summary of Project Activities for the Completed Quarter

Condensation Results

In the previous report, some inaccuracies in the data collected due to flow rate measurement were presented. A Coriolis flow meter was received after the submission of the report and was installed in the heat transfer loop for the new tests. Thereafter, the required tests (Table 1) for each refrigerant (R-134a and R245fa, properties shown in Table 2) were conducted using the Coriolis flow meter as flow controller. The results presented in this section were collected after all measurement issues were corrected. An in-depth comparison of all the data collected for this project is provided in the Difficulties Overcome section of the report.

Table 2. Parametric study testing table.


[image: image125.emf]
Table 3. Refrigerant properties.
[image: image126.emf]
Figure 1 and 2 indicate that heat transfer is higher at 300 (kg/m2s) than at 200 (kg/m2s). This increase is because, as inlet superheat increases, the length of the annular flow region increases; therefore, more heat is transferred than in lower inlet superheat cases. Figures 3 and 4 show that the pressure drop increases as the mass flux increases, which is expected due to the increase of velocity of the flow. However, pressure drop does not increase as inlet superheat increases because the viscosity of the liquid has a dominant effect on pressure drop than the viscosity of the vapor. In addition, since the outlet quality at the condenser outlet is kept at 0% in all tests,  the flow regime is very similar in the case of super heated and not super heated conditions.

[image: image127.emf]
Figure 3. Effect of inlet superheat on heat transfer fo R-134a.

[image: image128.emf]
Figure 4. Effect of inlet superheat on heat transfer for R245fa.

[image: image129.emf]
Figure 5. Effect of inlet superheat on pressure drop for R-134a.

[image: image130.emf]
Figure 6. Effect of inlet superheat on pressure drop for R245fa.

Figures 5 and 6 show that the heat transfer coefficient decreases significantly with increase in saturation temperature primarily due to the decrease of hfg at phase change. At 30 oC, hfg of phase change is 187.9 (kJ/kg), whereas at 70 oC it is 160.9 (kJ/kg), as shown in Table 2. As for the pressure drop, increasing the saturation temperature causes a dramatic decrease in pressure drop, which is due to the decrease in dynamic viscosity, as shown in Figures 7 and 8. Between 30 oC and 70 oC saturation temperature, the saturated liquid dynamic viscosity decreases by 40%, as indicated in the comparison table (Table 2) above. The results of Figures 3 and 4 are also reflected in Figures 7 and 8 respectively, showing that the decrease in pressure drop due to inlet superheat is insignificant.
[image: image131.emf]
Figure 7. Effect of saturation temperature on heat transfer coefficient for R-134a.

[image: image132.emf]
Figure 8. Effect of saturation temperature on heat transfer coefficient for R245fa.

[image: image133.emf]
Figure 9. Effect of saturation temperature on pressure drop for R-134a.

[image: image134.emf]
Figure 10. Effect of saturation temperature on pressure drop for R245fa.
Figures 9 and 10 present the effect of mass flux and inlet super heat on heat transfer coefficient. It is indicated in both figures that heat transfer coefficient increases with increase in mass flux, which was expected. The resulting pattern is seen in both refrigerants. Furthermore, R245fa has a 30% increase in heat transfer over that of R-134a.  However, inlet super heat does not have a large effect on heat transfer at low mass fluxes, where the effect begins to take place at mass fluxes greater than 300 kg/m2s. Figures 11 and 12 present a significant increase in pressure drop as mass flux increases. This is because pressure drop has a squared power relation with the velocity and hence is significantly affected. However, the variation of pressure drop with superheat at a given mass flux is negligible. It is also noticed from the figures that R245fa has a pressure drop three times higher than that of R-134a.

[image: image135.emf]
Figure 11. Effect of mass flux and inlet super heat on heat transfer coefficient for R-134a.

[image: image136.emf]
Figure 12. Effect of mass flux and inlet super heat on heat transfer coefficient for R245fa.
[image: image137.emf]
Figure 13. Effect of mass flux and inlet superheat on pressure drop for R-134a.

[image: image138.emf]
Figure 14. Effect of mass flux and inlet superheat on pressure drop for R245fa.

Visualization Tests
After the previous report and as a continuation of visualization studies of condensation, three different high-speed cameras were tested in our lab to determine the equipment suitable for purchasing for this study. Several high-speed camera manufacturers were contacted to provide us with the camera that would fulfill our research requirements for visualization testing of two-phase flow in microchannels. The initial camera specifications and minimum requirements are given in Table 3.

Table 4. High speed camera minimum requirments.


[image: image139.emf]We required the manufacturers to demo their high-speed cameras in the actual testing facilities and to provide quotations for each camera. Table 4 shows a comparison of the different cameras from three different providers:

Table 5. Comparison of three different high speed cameras tested at UMD.


[image: image140.emf]
All of the high-speed cameras were tested in the actual setup in our lab. The Photron Ultima APX 1024 PCI was borrowed from Dr. Gupta, who is a professor in the mechanical engineering department. This camera almost fits our initial specifications except that it has lower pixel bits than what we set initially; however, it did not fit our budget. Furthermore, the IEEE 1394 connection was damaged while we were testing. It took almost three months to locate the IEEE 1394 connection card and about $1,400.00 to repair the camera. The major disadvantage of this camera is the connection, which gets burned easily. This connection has also damaged two of our PC IEEE 1394 cards.

As for the Cooke PCO 1200hs high-speed camera, the company correspondent was not able to come and demo the camera for us. However, the camera and a set of lenses were sent to us to test. Upon arrival of the equipment, the camera with the correct lens was set on the actual testing facility. Several images and videos of the two-phase flow inside the micro-channel were captured. The outcome was not as good as the images and videos taken by the other cameras. In addition, the software interface that came with the camera was not user friendly:  it was very difficult to change the camera parameters (fps, resolution, shutter speed) while viewing. The viewing window in the software had to be turned off (blank view) in order to make changes. This camera also has the IEEE 1394 connection, which may cause connection problems with the PC. In addition, the pixel bit is lower than what is needed.

As for the Phantom Miro 4, the company correspondent was able to bring the camera with a set of lenses to our lab. The camera was then put in place to capture videos of the two-phase flow that was intended to be captured for flow regime development. The camera performed very well. The camera and its software interface were quiet and easy to install and run. The software interface did not require shutting down the camera to change the camera parameters. This camera fits the requirements of our present and future lab research needs. Figure 13 shows several photo shots captured from videos taken by the Phantom Miro 4 camera. The photos shown in this figure where taken under different lighting positions to illustrate the importance of lighting in video capturing, especially in microchannels, where it is difficult to pass light through the channel.

[image: image141.png]



Figure 15. Photos taken from movies captured by the Phantom Miro 4.
4.
Difficulties Encountered/Overcome

In the previous report, difficulties in the flow rate measurement using pump and calorimetry resulted in inaccurate outcomes. Therefore, the set of experimental tests was repeated for both refrigerants (R-134a and R245fa). The other measurement difficulty was in the water-side temperature measurements, which resulted in a discrepancy in heat transfer coefficient results. The RTDs installed in the water-side for temperature measurements were reading different temperature values even when heat input was not present. The difference in temperature measurement increased as water temperature increased. Figure 14 shows the RTDs temperature measurement as water temperature increased.

[image: image142.emf]
Figure 16. Water-side RTD temperature measurement calibration

To overcome the water-side temperature measurements issue, eight K-type thermocouples were calibrated (Figure 15). Then four thermocouples were placed in the both the inlet and outlet of the water side of the condenser. Subsequently, all parametric studies for R-134a and a large portion of R245fa studies were repeated, and the results are presented and explained in this report.

[image: image143.emf]
Figure 17. Water-side thermocouple temperature measurements calibration
Figure 16 presents the effect of mass flux and super heat on average heat transfer coefficient. The figure includes three different sets of results.  The first set of results was taken using RTDs for water-side temperature measurements using a rotometer for flow rate measurements (indicated with triangular points in the graph). This technique introduced a huge amount of error in the results, which was partially due to the RTDs and also due to the rotometer being calibrated using water then converted by density relation to R-134a. The second set of data (indicated with squares in the graph) was taken using RTDs in the water-side temperature measurements with a Coriolis flow meter for flow measurement. The Coriolis flow meter is very accurate and calibrated for R-134a. This set of data makes a bit more sense than the previous set of data because the second set of data shows that as mass flux approaches zero, heat transfer decreases and approaches zero as well, which was expected. After the RTDs in the water side were replaced with thermocouples, repeating the tests was necessary to ensure that accurate data were obtained. Then, the third set of data (indicated with circles in the figure) was collected and compared with the previously collected data. The results do not show large differences with the second set of data at mass fluxes below 300 kg/m2s; however, the difference increases as mass flux increases. Of all three sets of data, with three different measurement techniques used for both water-side temperature and flow rate, the last set of data is the most accurate and reasonable data results that can be trusted. Figure 17 shows the discrepancy in pressure results due to different flow measurement techniques. 

[image: image144.emf]
Figure 18. Heat transfer comparison of the three data sets.

[image: image145.emf]
Figure 19. Pressure drop comparison of the three data sets for R-134a
5.
Planned Project Activities for the Next Quarter

· Finish all remaining tests for R245fa and repeat some tests that showed high errors.
· Conduct a number of visualization tests and analyze the outcome.
· Conduct constant quality experiments in the microchannel.
· Submit joint conference paper and/or article.
· Submit final report.
	Waste Heat Utilization in the Petroleum Industry

UMD Investigators: Professor Reinhard Radermacher, Dr. Yunho Hwang

GRA’s: Chris Somer, Amir Mortazavi
PI Investigator(s): Saleh Al Hashimi

Start Date: December 1, 2006

Report Date:  January 31, 2008


1.
Objective/Abstract

· The main objective of this project is to minimize overall energy consumption of gas or oil processing plants by utilizing waste heat. One possibility is the design of a waste heat-powered absorption refrigeration unit (ARU), which could be used in a chemical processing plant instead of conventional vapor-compression refrigeration systems.  REF _Ref172095181 \h 
 \* MERGEFORMAT  shows the schematics of the propane refrigeration system at the NGL recovery plant and the potential integration of the ARU into the process.

        
[image: image146.emf]

[image: image147.emf]
Figure 20. Schematic of: (a) the propane refrigeration system at the LNG recovery plant and (b) potential integration of the ARU into the process

2.
Deliverables for the Completed Quarter

•
Model thermal systems that serve as waste heat sources and/or users

1.    Acquiring software package, ASPEN

2. Learning features in ASPEN.
3. Development of the software to optimize waste heat utilization
3.
Summary of Project Activities for the Completed Quarter

Based on the positive comments and recommendations by our colleagues at the Petroleum Institute (PI), the Center for Environmental Energy Engineering (CEEE) decided to invest in the modeling software ASPEN. In October 2007, CEEE ordered an academic version of the software, which we received in November 2007. The software acquired is for integrated process engineering, including steady-state and dynamic process stimulation, equipment design, and cost evaluation. The remaining portion of November was spent becoming familiar with the capabilities of the software.  We believe that this software will help our group overall, but specifically we intend to use it for the waste heat utilization project. 
For this project, we intend to use the process modeling capabilities of the ASPEN suite to supplement or perhaps supplant our current models developed in EES, as well as enrich our collaboration with PI.  For this purpose, we modeled the gas turbine and absorption cycle using ASPEN as illustrated in Figure 2 and Figure 3.
The gas turbine model exists to calculate the nature of the exhaust gas that will be used by the absorption cycle. Modeling it is fairly straightforward. Several standard assumptions were taken. They included modeling the combustion chamber as heat addition by constant pressure, assuming the additional mass flow of the fuel is negligible, and that air acts as an ideal gas. Currently, the last element (between “exhaust” and “final”) labeled “wstheat” is there temporarily to approximate the potential waste heat that would be available. This would be eliminated once the absorption cycle was integrated into this model. 
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Figure 2. Gas Turbine Model

The absorption cycle is also modeled in ASPEN. It will allow us to consider the energy savings of implementing such a cycle into an operating plant. Currently, the model has been converted from a schematic into ASPEN. ASPEN doesn’t work for closed cycles, so the cycle had to be broken at some point (see streams 8 and 8A) and the properties copied. Two of the heat exchangers proved problematic. The generator has two inflows and three outflows; to account for this a flash element was added to separate the liquid and gas components of the exiting flow. Similarly in the absorber, a mixer is used to combine streams 5 and 10 before the heat exchanger. 
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Figure 3. Absorption Cycle Model

To facilitate the progress of the research, Amir Mortazavi, who worked in the PI, joined the CEEE research team on January 25.

4.
Difficulties Encountered/Overcome

•
Assessment of waste heat sources

•
Assessment of utility needs
•
Now that Amir Mortazavi, who investigated the details of chemical plant processes, has joined our team, we can accelerate our investigation for energy saving options in the chemical plant.

5.
Planned Project Activities for the Next Quarter

The following activities are to be conducted in the next quarter:

· Assessment of waste heat sources

· Assessment of utility needs

· Development of the CHP model with ASPEN to optimize waste heat utilization. For this purpose, we need to integrate the properties of refrigerant/absorbent mixtures. 

Appendix


Justification and Background

The petroleum industry is a big energy consumer itself. Using waste heat skillfully meets some of the demands placed on utilities, leading to significant energy savings. 

CEEE at the University of Maryland has extensive experience in the design and implementation of integrated CHP (combined cooling heating and power) projects. The faculties at PI have experience in the design and operation of petroleum processing plants. Jointly, the team is excellently suited to address the challenge posed by this project.


Approach

1. Assess waste heat (WH) sources (PI) 

2. Assess WH conversion processes (UMD) 

3. Assess utility requirements (PI) 

4. Match WH sources/processes and utility requirements (PI, UMD) 

5. Develop/implement of software for system analysis (PI, UMD) 

6. Rank and propose implementation of 1 or 2 preferred systems (PI, UMD) 

7. Define additional R&D as needed (PI, UMD)

Two-Year Schedule

June 1, 2007
Report assessing WH sources and utility requirements

June 1, 2007
WH conversion options report

Oct. 1, 2007
Useful version of software

Apr. 31, 2008
Ranking of systems and selection

Nov. 31, 2008
Report recommended steps forward
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Figure 26. Radial injection of CO2.
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Figure 23. Axial injection along the reactor center line.
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Red dots are the (Ntr, atr) values
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